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Humanlike AI (hAI)

• Not ‘humanlike’ in terms of any internal or experiential properties

• Presents or behaves in a (more or less) ‘humanlike’ manner
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A social media company needs efficient ways of determining if a post is 
generated by an AI model, particularly in areas relating to 
disinformation, so it can take effective action against large-scale 
disinformation campaigns. If companies can’t identify AI-generated 
content quickly and efficiently, foundation models are likely to be used 
to cause widespread disruptions to democratic processes



Deepfakes
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• ‘Robots, particularly embodied ones, 
are uniquely situated to mentally 
manipulate people. Robots can mimic 
human socialization, yet they are 
without shame, fatigue, or internal 
inconsistency. Robots are also 
scalable, so the decision to design a 
robot to manipulate humans will 
impact hundreds, if not thousands or 
millions of people.’

• Woodrow Hartzog ‘Unfair and 
Deceptive Robots’ (2015) Maryland 
Law Rev.

Manipulation



• Cognea ‘offered a platform to rapidly build complex 
virtual agents, using a combination of structured 
and deep learning.’

• [E]ven today’s relatively simple programs can exert 
a significant influence on people — for good or ill. 
Every behavioral change we at Cognea wanted, we 
got. If we wanted a user to buy more product, we 
could double sales. If we wanted more 
engagement, we got people going from a few 
seconds of interaction to an hour or more a day.’

• Liesl Yearsley, former CEO of Cognea. 
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• Undisclosed chatbots are as effective as proficient workers and 4x 
more effective than inexperienced workers in engendering customer 
purchases. 

• Disclosure of chatbot identity before the machine–customer 
conversation reduces purchase rates by more than 79.7%. 

• The negative disclosure effect seems to be driven by a subjective 
human perception against machines, despite the objective 
competence of AI chatbots. 

• Fortunately [!!], such negative impact can be mitigated by a late 
disclosure timing strategy and customer prior AI experience.
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The Consumer Protection from Unfair Trading Regulations 2008

• “Unfair” commercial practices

• “Misleading” or “aggressive”

• “significantly impairs or is likely significantly to impair the average 
consumer’s freedom of choice or conduct in relation to the product 
concerned through the use of harassment, coercion or undue 
influence”





What regulatory responses might be helpful?
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Prohibited practices

The placing on the market, putting into service or use of an AI system 
that

• deploys subliminal techniques beyond a person’s consciousness in 
order to materially distort a person’s behaviour in a manner that 
causes or is likely to cause that person or another person physical or 
psychological harm;



Prohibited practices

The placing on the market, putting into service or use of an AI system 
that

• exploits any of the vulnerabilities of a specific group of persons due to 
their age, physical or mental disability, in order to materially distort 
the behaviour of a person pertaining to that group in a manner that 
causes or is likely to cause that person or another person physical or 
psychological harm;



Limits need to be set on AI’s ability to simulate human feelings. Ensuring that 
chatbots don’t use emotive language, including emojis, would be a good start. 

It would be more ethical to design chatbots to be noticeably different from 
humans. To minimize the possibility of manipulation and harm, we need to be 
reminded that we are talking to a bot.



• Bans on using hAI in certain contexts?

• Bans on making (certain kinds of) hAI too ‘humanlike’?

• Regular reminders that hAI is not human? 



Babies with the bathwater? 
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