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Economists have long warned of the unintended cpesees of labor market
regulation (e.g. Botero et al, 2004). Many rulesorelized by equity considerations
can be harmful both to those that they are meaheko and to consumers. There are
many studies of labor quantity restrictions (eignfg and firing costs) and labor price
floors (e.g. minimum wages). One common but untigdied form of regulation is
centralized wage setting, where pay is mandatethetcalmost flat over a large
geographical area which includes very heterogentamad labor markets. In the US
the pay of postal workers, Federal government epggl® and some unionized
employees are set in this way and this extendshisipians, nurses, high school

teachers, etc. in many other countries.

We would expect such regulations for nominal wagaaéty to have unintended
effects on both labor supply and the quality olveer provision in areas with strong
local labor markets. When the outside wage is tiighregulated wage acts apay
ceiling and we would expect this to cause difficultiesréigcruitment and retention.
Over and above the effects of reduced labor supppermanent workers, large pay
gaps may lead to lower motivation and/or lower guavorkers, which in turn should
lead to a lower quality of service provision. Trhain contribution of this paper is to
confirm this simple economic intuition and to shinat centralized pay regulation has
exactly this negative impact on consumers in a &gk setting. Our design uses the
centralized pay setting of over a quarter of aiarlhurses in the UK National Health
Service (NHS). Nurses account for over half of¢heical staff in hospitals and their
number and quality have been argued to be key snpt the production of patient
care, for example motivating California to mandatase to patient ratios in all
Californian hospitals from January 2004. We finddence that the regulation of
nurses’ pay leads to higher fatality rates aftaniadions for heart attacks and lower

productivity in areas with strong labor markets.

In general, testing the impact of wages on orgdiozal performance is challenging,
because in a competitive market wages are equdlaedorkers of the same skill.
Where pay is set by regulation, however, therewsedge between wages inside and
outside the regulated sector, which in principleva$ the econometrician to identify

the impact of fluctuation in external labor marketsfirm outcomes.



One advantage of our setting is that there is g ngid national pay setting structure
for medical staff and well-measured outcomes opliakquality. Pay for nurses and
physicians in NHS hospitals, which provide almdkhaspital care in the UK, is set
by a central review body that sets pay scales iiclwlhere is limited regional
variation. The variation that exists does notyfuéiflect the wages differentials in the
external labor markets in which the staff are erygib Regional pay differences are
considerable in the UK (e.g. Bulman, 2002). Formegie, female white-collar wages
in North East England are about 60% lower thannimet London and these persist
after controlling for human capital characteristimsd other factofs We would
therefore expect to see differences between ingidk outside wages reflected in
staffing difficulties that manifest themselves etlower performance of hospitals
operating in high outside wage labor markets

A second advantage of our design is that patidetten (the concern that observed
hospital death rates may partially reflect unobsémpatient attributes) is less likely to
affect our study than if we used US data. Thetusbinal setting is one where there is
almost no choice of hospitals by patients and mahiimcentives for hospitals to select
patients. Medical care is free at the point of isthe UK. In the period we study
neither patients nor their family physicians chdsespitals for the emergency
treatment of heart attacks: even for non-emergeacyg patients had little say over
where they went for treatment. Hospitals also adontrast to US hospitals, little
incentive to select low risk and low cost patient$k hospitals were not required to
publish outcome data (for example their mortaldates) and nor were the costs of an
individual patient easily identified as full publinsurance meant hospital financial
systems were not designed to record costs at thenpdevel. Nevertheless, we
carefully assess the evidence for possible selgchiases through the use of hospital

fixed effects, co-morbidity measures and analybslsusiness cycle influences.

The data we use is from a panel of all acute halspin England. To measure

performance we examine one measure of hospitaitgudhe death rate within thirty

! As in the United States (e.g. Borjas, 2002) tssisectional dispersion of UK public sector pay is
much lower than in the private sector (e.g. Disasg Gosling, 1998).

% There is other evidence that falling UK publictseavages relative to the private sector have deal t
decline in the quality of the public sector worlder(Nickell and Quintini, 2002).



days of emergency admission for acute myocardfardtion (AMI)® — and one of
productivity (total output per clinical worker). &\find evidence that the impact of
pay regulation is to generate lower hospital qualitd productivity in the areas where
labor markets are strong, as measured by higheesvagthe outside labor market
relative to the wage inside the hospital. Thigefis not simply due to fewer staff as
the effect of outside wages is present even afiptralling for standard labor inputs.
Nor is the effect the result of general UK laborrke& conditions. We run many
placebo experiments demonstrating that this “oetsidhge” effect on performance
does not occur in similar sectors that are notestibjo centralized pay setting (for
example, nursing homes for senior citizens). Ws® ahow that hospitals in high
outside wage areas have to rely disproportionatetgmporary agency staff and this
intensive use of agency staff is associated withisevchealth outcomes. Finally,
consistent with basic production theory we findtthaspitals with a richer mix of

skills (e.g. more physicians and more nurses) lsds@ better hospital outcomes.

Our paper is connected to several other literature@sldition to that on the economic
impact of pay regulation. First, as mentioned, taBoonomists have long been
interested in the impact of labor market changedirom performance. Theories of
“efficiency wages”, for example, suggest that im@nments in the labor market
outside the firm’s boundaries could lead to de@daproductivity within a firm
because there may be more shirking (Shapiro arglitsti1984), a loss of high
quality workers (Weiss, 1980) or perceptions ofginey (e.g. Akerlof, 1982; Mas,
2006). It is difficult to test these ideas in amregulated labor market. Where pay is
set by regulation, however, there is a wedge betviieside and outside wages that
enables identification of the impact of externdidamarkets on firm outcomes. So

we can effectively use regulation to generate emogs variation in factor pricés

¥ Examples of the use of AMI death rates to proagpital quality include Kessler and McClellan
(2002), Gaynor (2004) and, for the UK, Propperl ¢2@04 and forthcoming). The advantages of this
measure are discussed below.

“ Cawley et al (2006) find that higher outside wagesassociated with worse health outcomes in US
nursing homes. In their paper, the mechanism issthanger external labor markets lead to higher
inside wages and therefore a substitution away fiarsing care towards labor saving medical
interventions. In our paper, by contrast, we haotilde wages fixed and still identify a negative effect of
outside wages. In the US where wages are not riegilecreasing factor prices move hospitals up the
labor demand curve rather than the labor supplyecurhepositive marginal effects of inside wages

we find here are consistent with our interpretatitat NHS wages are generally set on the laborlgupp
curve.



Second, our findings on the use of temporary agstefy relates to an emerging line
of literature on the causes and consequences afsthef temporary worketsThird,
we connect to a large literature in industrial oigation on productivity dispersion.
We document large differences in performance achmspitals, just as has been
observed for firms in other sectors (e.g. Fostalfitanger and Syverson, 2005). We
argue that one reason for this heterogeneity inBhglish context is the effect of
regulated wages on outcomes. Fourth, our studyeseta the literature on the impact
of local economic conditions on health. Such stsidiecus on how economic
conditions affect the demand for health by changiagple’s wealth or stress levels.
For example, in recent work, Ruhm (2006) arguesttiere are a greater number of
heart attacks during upturns in the business &ydBur paper suggests an alternative
mechanism that operates through the supply side. our model labor market
conditions, combined with rigid national pay seitiraffect the supply of a key
clinical input that, in turn, affects health. Filyalour study relates to the literature that
examines the relationship between skills and privticin the context of hospital
production (discussed in Appendix A).

The structure of the paper is as follows. In Sectiove discuss the institutional

background and the nature of the research desigrSekction I we sketch the

econometric model that we are estimating and issue®unding the approach. In

Section Il we discuss the data and in Section fiérca preliminary data description.

Section V presents the main econometric results sorde robustness tests are
discussed in Section VI. Finally, Section VIl o8eroncluding comments.

l. Institutional background and the research design

In the UK health care is free at the point of usd & provided through the NHS, a
state monopoly providérJust over 1.2 million workers are employed in K¢S and

the wages and conditions of clinical staff arecflifi regulated. Since our study
examines clinical care in acute hospitals we famu$hree main occupational groups:

physicians, qualified nurses and health care asdgss{essentially unqualified clinical

® For example see Autor and Houseman (2005) or Hioaiset al (2003).

® We explore the implications of any associatiomleen cyclical upturns and community health
below.

"There is a small privately funded sector, whickcglizes in the provision of elective services for
which there are long NHS waiting lists.



staff). Exact definitions are given in the datatseg but broadly clinical staff account
for three-quarters of all hospital employees. Im sample 15% of clinical staff are

physicians, 60% are nurses and 25% are healthasaigtants (see Table 1).

Physicians and nurses’ pay is regulated to a precational scale that has little
differentiation over the country, despite a wideiaton in regional labor markets.
Since 1984 these pay scales have been set by tatofidl Pay Review Bodies”
(NPRBs) known as the Review Body for Nursing StdMfdwives and Professions
Allied to Medicine, and the Review Body for Doctard Dentists. Each year, the
Review Bodies take evidence from the Departmeriexdlth, the main labor unions
and other interested parties before making a recmdation on changes to the level
and structure of pay. The government makes thé deesion about whether or not to
implement their recommendations (it generally immats them in full). For the
health care assistants group there is no Pay ReBay and employers have more

discretion over setting pay in response to locaddmmns.

Under these national scales the same terms andtioosdapply across the UK and
they allow only minor differences in pay betweerffetent areas. Additional
allowances are paid to those who work in London @mtiguous areas, but these are
small relative to the differences in the exteraéldr market. These allowances are up
to 11% higher in the highest cost area of Innerdammcompared to the low cost
areas. The outside wage differential is closerQ% §see Appendix B). Beyond these
regional allowances hospitals have little scopeafmmning the pay of qualified staff to
conditions in local labor market conditions. Pagles are short and offer very little
scope for either appointing new hires at diffeneaints on the scale, or accelerating
workers up to higher grades. The centralized p#tyngearrangements do not allow

pay to be easily adjusted to address staff shateglecal markets.

From an econometric perspective, this institutioselting is attractive because it
enables an examination of the impact of differectl wages on hospital outcomes.
In most labor markets, changes in equilibrium waggisbe the outcome of demand
and supply shocks, so identifying their impact e@sgital outcomes is difficult as the
labor price is endogenous to the unobserved shatkbe UK case the wage inside

the hospital (which we will call the “inside wage® held broadly fixed as outside



shocks change skill prices (which we will call tloeitside wage”) in the local labor
market. There is therefore a wedge between theevarinside wage and the outside
wage. Consequently, variation in the outside waggelze used to analyze the effects

of labor markets on performance.

Figure 1 illustrates the case for two local labarkets, “North” and “South” where
outside wages are much higher in the South thémeimMNorth (generating a shift to the
left in the labor supply curve). Given an equay pate across geographic areas this

will mean a lower level of employment in the Soatmpared to the North.

In principle, the regulated wage could be set alibeecompetitive wage so it acts as
a minimum wage and thus employers shed staff. Hewen the period studied here

there were chronic shortages of nurses and clinicemployment has been close to
zero (e.g. Finlayson et al, 2002). Therefore, im@re likely that the wage is being set
below the competitive wage generating excess defnérnid possible, however, that

wages are set above the competitive wage in someoldside wage areas in the
North and workers in these areas are earning (argdook at this issue in Section

VI).

[Figures 1 and 2 about here]

We consider the consequences of regulating wagekealth workers in this way,
first analyzing employer responses then workeraeses. Turning first to the firm
side, employers will try to overcome the regulatoonstraint in several ways. First,
they could over-promote identical workers to higheades even if they do not have
the requisite skills (so-called “grade drift”). Bhwill help them achieve the desired
labor quantity, but at the cost of the lower qyaldf the over-promoted staff.
Empirically, after controlling for grading struceuwe would still expect to see worse
quality in the high outside wage areas. Second,l@mags could offer various non-

pecuniary benefits such as better working conditionthe high wage areas. These

8 In the absence of pay regulation, large local ialspmay have monopsony power so the equilibrium
wage will not be at the intersection of the labeménd and supply curve. But so long as the regllate
wage lies below the monopsony wage, the constvaihstill be binding on some employers and the
mechanism we identify will operate.



strategies are limited by clinical unions’ powerpuashing for homogeneous national

conditions and governments have been reluctarttabenge this

Third, assuming the regulated wage is binding,-oasimizing employers will try to

adjust by substituting towards other factors ofdoiciion. Consequently, other types
of staff whose pay is less constrained by regulgtg will increase and non-labor
factors will be in higher demand. Because of thecsje skills required for different

medical interventions, however, substitution to miess skilled workers (health care
assistants and non-clinical NHS staff) will be lied. One key group of workers
where substitution is easier is temporary “agerstgff. There are a large number of
nurses (and other staff) employed in hospitalsemnporary contracts. Private sector
firms supply temporary agency nurses to the NHSthese workers do not have their
pay regulated by the state. Consequently, the abilil/ of agency staff will enable

NHS employers to bring their employment closerhigrtdesired levels.

This is illustrated in Figure 2 where we considéenigh outside wage labor market
(“South”). The regulated wage determines the nunab€¢permanent” staff that the
hospital can employ. If the supply of agency nuisempetitive then the wage paid
to agency nurses will be bid up to the point tladtor demand intersects with labor
supply at the competitive walje

Turning to the employee side, in local areas whmrside opportunities are better
nurses will supply less labor as shown in Figurénla static sense, this may lead to
lower participation rates, as fewer qualified staill offer themselves for work. In a

dynamic search setting this will lead to higheesabf vacancies and turnover in the

high outside wage areas.

® The desire for nominal wage equality across warkedifferent geographical areas has long been a
mainstay of union activity. It is not obvious whyig should be the case, as real wages within th8 NH
are made more unequal since the cost of livingegdny area. However, if unions represent the view o
the median worker, as in the model of Grossman3),9Bis worker may be better off with a more
compressed wage policy.

19 This raises the question of why nurses want tdwimthe public sector instead of simply becoming
agency nurses and earning more. Permanent emplbgeesther non-pecuniary benefits such as
greater job security, better promotion prospectserhanced pensions and heterogeneous preferences
over these elements of the job package. Furtherrtioeee may be stigma attached to being an agency
nurse rather than a full-time employee as manyasuase “motivated agents” in the sense of Besley
and Ghatak (2005). Nurses could also work in theapr sector. However, the demand for nurses in
the private sector is limited by the small sizeto$ sector in England and nurses in this sectee ha

less opportunity for promotion and training.



Our focus in this paper is whether there are effeftwage regulation on hospital
outcomes over and above the pure effects of redladmol supply of permanent
workers. We focus on nurses as the labor markegiHgsicians is basically a national
one, as the NHS operates a career track for physicihat ends with a lifetime
appointment to a single NHS hospital, but is prededby movement between
hospitals and regions in a national context, whigthects the national provision of

training facilities for physicians.

From the framework above, a stronger local laborketagenerates substitution
towards temporary agency nurses. The reliance mpdeary agency workers in the
high outside wage areas may reduce hospital peaiocenfor several reasons. First,
agency nurses may have lower human capital thamgrant nurses. Some studies
show that they tend to be younger, less experieanddhave less training (e.g. Audit
Commission, 2001). Second, even & ante identical nurses, being a temporary
worker may lead to lower productivity in hospitdlecause of lower job specific
human capitdf. Thirdly, they may also be less committed to thelic service
“mission” of the NHS (e.g. Besley and Ghatak, 200®)n top of the use of agency
staff, there may also be effects of the outsideenay the effort of workers through
various efficiency wage channels such as lowervabtn and greater shirking.

If mobility were costless and there existed a sngational labor market then using
local outside wages as a signal of labor marketque makes little sense. However,
mobility in Britain is far less than in the US (fexample, less than 1% of adults move
between the UK regions in a given year, comparetPtoacross the much larger US
states). Nurses are predominantly female, ofteh whildcare responsibilities and
need to be geographically close to hospitals, ay tre required to work shifts
(Shields, 2004). It is likely, therefore, that ni is not perfectly responsive to

wage differentials. We show some evidence forlteisw - if mobility was costless it

1 The Audit Commission (2001) finds that agency earsave little notice before working their shifts
and that they are often employed to provide covereskends and at night when direct supervision is
less likely to be available. As a result, inductaord handover may be inadequate, agency nurses may
have little time to get accustomed to the workiofjghe hospital, may be unfamiliar with the patgent
under their care or with local procedures, prastaed equipment, with their surroundings and their
colleagues. The Commission argues all these fattorsase the chances of poorer quality care.



is unlikely that geographic differentials of the gndgude we observe could be

sustained.

Il. Empirical strategy

A. Modeling Approach
To motivate our empirical work, assume that we daeracterize the output of a
representative hospital by a Cobb—Douglas produdtinctiort?

Y = ALK ” (1)
whereY is quality constant output, is effective labor input allowing for quality and
quantity dimension is a vector of non-labor inputs (which for expmsial

simplicity we will treat as scalar) amdis a Hicks neutral efficiency parameter. We

denotel as the product of “effort’E) and labor quantityf(), soL = LE. Effortis a

catch all term for the other factors that transfetabor into efficiency units.

We consider disaggregating the labor quantity ofterent types of heterogeneous

workers so that the labor quantity index can bétamias:
L= g YN (2)
whereN is labor of skill typek with relative marginal productivit)yk (>1) and we

normalizey = 1 fork = 0, the lowest skill typ¥. Taking logs of equation (1) and
substituting in equation (2) and the definition_Lofwe obtain:

InY =InE+InA+aIinN+ £FInK +aIn{1+ Z(yk—l)sk} (3)

k,kz0

whereN is the sum of employees and the share of workesgibfclassk is S, = %

We model the effort function s

12 This should be viewed as a first-order approxioratd a more flexible functional form. It is
straightforward to generalize this to more comglenctional forms such as translog and we discuss
some experiments in the results section.

13 Seeinter alia Hellerstein, Neumark and Troske (1999).

4 See Machin and Manning (1992) for an example isfapproach in the efficiency wage literature.
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E = e(WWP,2) (4)

Where W is the “inside” wage (i.e. the wage paid inside tespital), W° is the
“outside” wage and are other factors affecting effort/quality of workeWe expect
effort to be rising in the inside wage and fallimythe outside wage other things
equal. Using a first order log linear approximatifum the effort function, e(.) in

equation (4) and substituting this into equationgiges:

InNY =InA+ainN+ gInK +aIn{1+ Z(yk -1)S}+JINW +gInW° +InZ'8

k,k#0
)
An alternative to estimating (5) directly by nomar least squares is by using the

approximationin(1+x) = x which gives us:

InY =InA+aInN + £InK +aZ(yk -1)S, +3InW +gInW° +InZ'd  (6)

k,kz0
Theoretically, the object of the left hand sideegjuation (6),Y, is quality-adjusted
output. However, we do not observe this directhstéad, use two proxies, one of
quality and one of total output, as measures ofopmance. The precise data

definitions are discussed below.

B. Interpreting the wage effects
The wage effects in equation (6) reflect any impaages may have on (average)

worker effort or worker quality. We expegt < 0 because conditional on a given

inside wage \() an increase in the outside wage&/) should reduce effortE.
Similarly, holding labor inputs fixed, an increasethe inside wage should increase
output (0 > 0). The various mechanisms have been extensiblisbussed in the
efficiency wage literature discussed in the intichn such as shirking, turnover,
worker quality and fairness. In the context of tmgblicly run NHS this may be
reflected in a greater reliance on agency nursés, ave contracted on a temporary
basis to NHS hospitals. We explicitly examine thrsd other mechanisms in the

results section.

11



As discussed above, wages can also have an efidubgpital performance through
the quantity of employees of different skill types. Conditiogirthe production
function on labor inputs in equation (6) abstrantsy from these effects so we can
focus on whether there is an impact of the laborketa through thé&(.) function'.
We will therefore be underestimating the importaoteages on hospital production

and show specifications where we relax this.

C. Econometric models

We estimate the “production function” for hospitalt timet as:

INCY/N), =In A +gIn N, + BSI + £,S\U & SInW, +4InW2 +InZ, 8 (7)

Y is total output (essentially admission§g;™™ is the share of physicians in total

clinical staff andS!'"*** is the share of qualified nurses (precise definivf all the

variables are in Section IV below.) Compared toatipn (6) we have used three
main skill groups, physicians, qualified nurses #imel base category of health care
assistants which includes the unqualified nursiiadf.sPhysicians receive the largest
amount of trainin{f, nurses the second highest amount and healthasaistants the

least. So in terms of the model we exp&ct 5, > 0. Note that we have transformed

the dependent variable from output into “produtyiviso u=a -1 is a scale

parameter that will be equal to zero under congtetorns. Our baseline regressions
include employment as a control for hospital sing, we also show the robustness to
imposing constant returns to avoid an obvious @ivibias (employment being on the
left hand side and right hand side of the regredsi/e have absorbed the non-labor
inputs into theZ-vector. Another important set of controls4drare casemix terms to

allow for patients of different severity of iliness

!5 Because we observe a discrete number of skillggrome concern is that we are grouping over
heterogeneous skill groups within these categofibs.interpretation of the inside wage becomes
ambiguous because it may simply reflect unobselateor quality. The coefficient on the outside
wage, however, should be robust to this probleimtefpretation as the theory implies that it should
take anegative value. If outside wages simply proxied for the meament error in human capital
inside the hospital we would expect the coefficiemboutside wages to Ipesitive.

'8 physicians in the UK follow a five year undergratiuBatchelor’s program and then spend a further
four to eleven years in training, depending onrtepéecialty. Nurses follow a three year undergréelua
Batchelor’s program to become a registered nunsecidlist nurses then train for a further year (or
more).

12



Since we have panel data we decompose the unoldgertat factor productivity term

into its variance componentB1 A, =7, + 1, +v,, wherer, is a hospital effectr, are
a set of time dummies ang, is a stochastic error term whose properties weuds

below.

IN(Y/N), =In A, + uIn N, + B + B,S77F + InW, +@InWP +InZ,8+n, +1, +v,
(8)

We present results treating, as a fixed effect (e.g. long-differenced results o

Blundell and Bond’s (1998) system GMM method ddxsaxti below) and also results

treatings, as uncorrelated with the right hand side variafiles standard OLS). We

use various proxies for the outside wagi@//° ) based on average wages in the local

labor market around the hospital. We primarily ossasures at a disaggregated level
(we have seventy-eight distinct “travel to work’eas in our data), but experiment
with a relatively aggregate level (the ten regiofi€ngland). We focus on female
non-manual wages as this is the most likely conmpaigroup for nurses but we also
consider other comparison groups for the outsidgena.g. male wages). The nature
of the NHS means physicians essentially operatenational labor market: the time
dummies will capture their outside wages. Sincgphtals are a small part of the local
labor market we treat the outside wage as exogemtthough we lag the variable by
a year to avoid any immediate feedback effects ftommsient area level shocks
(permanent shocks are picked up by hospital fixetes).

Identification of the coefficient on the inside veag, is more challenging. We
observe the hospital inside wage, but higher waggg reflect a better skill mix such
as a superior grading structure, which we do notepy observe. Thus, finding a
positive coefficient on the average inside wagela@aosimply reflect the better
performance of hospitals with higher average huwegital. Note, however, that if
the outside wage partly reflects higher wagesskilside the hospital, this will bias
the coefficient on the outside wage towards zeraking it harder to reject the null

hypothesis. Consequently, we present a first seesilts that do not condition on

inside wage information under the assumption thatinside wage is truly national.

13



We then consider alternative methods of includmginside wage. Our main method
is to include the inside wage and use the systenM@yproach discussed below to

allow for endogeneity.

Identifying the coefficients on the factor inputs production functions is an old
problem in econometrics (see Ackerberg et al, 28@7a recent survey). In equation
(8) the endogenous factor inputs are the numbegspioyees of different skill types.
Our preferred method draws on a recent contributp®ond and Séderbom (2005)
which examines the estimation of a model of a Cbloliglas production function
when inputs with differential adjustment costs @péimally chosen. In our context we
make the plausible assumption that the hospitasfdarger adjustment costs from
changing the number of physicians relative to aajgsthe number of nurses. Under
reasonable parameterizations of the adjustmentprosess lags of the endogenous
variables will be correlated with current valued ahis can be used to justify the
moment conditions underlying the Blundell and B¢h€98) estimator as applied in
the production function context (e.g. Blundell aBdnd, 2000). Essentially this
estimator builds on the traditional moment condisiothat lagged levels of the
endogenous variables can be used to instrumenfirgtedifferenced endogenous
variables (Arellano and Bond, 1991). By (testabésjsumptions on the initial
conditions the system GMM approach also allows éagdifferences to be used as
instruments for the equation in levels. The appnatows the current employment of
all skill groups to be affected by shocks to prdduty (i.e. endogenous in the
production function). We compare the GMM approachatternative methods of

estimating equation (8) by long differences andiys in levels.

The hospital quality equation is estimated in a rgimic way to the production

function. Our measure of quality is death ratesofwihg admission for emergency
heart attacks (AMI) by individuals 55 years and roftee reasons for the choice of
this variable is discussed below). All the coeé#itis are allowed to differ as indicated

by the “D” superscript:

IND, = u” NN+ BPST™ + By SV +5° InW, +¢° InWP +InZ,8° +177 +10 +vy
(9)

TheZ vector includes AMI specific controls for case-mix

14



D. Placebo experiments on other industries

A concern with interpreting the coefficient on thatside wage as the effects of
regulation is that there may be other unobservabteselated with both hospital

performance and the outside wage. A test of this isonduct a placebo experiment
and estimate the model in other industries whegeipanot regulated. If the outside
wage also had a significant effect on firm perfong® in these sectors we would
conclude that regulation was not generating owltee the hospital sector.

We conduct one placebo experiment on nursing hdaresiderly people. This sector
employs many nurses whose wages are not regulstdeeiPay Review Bodies, so it
seems a good comparator. We also estimated firnel paodels of productivity

separately for 42 separate service industries, ofoshich have a large proportion of
female workers. These were all the three-digit 198% Standard Industrial
Classification codes 53 through 60 and 71 throubl{v@ excluded only the public
sector and the predominantly male constructionosgct

E. Selection Issues

A concern with equation (9) is that there may behservable patient characteristics
correlated with the outside wage that make it nlikeedy for AMI death rates to be
higher. Although this could in principle be a predol, we argue that our research

design and robustness tests indicate that selastimot contaminating our results.

(i) Research Design

We argued in the Introduction that our researclgdemakes selection much less than
it would in a study on US data. The key outcomenihospital death rates from
emergency admissions. Incentives for patientsetect hospitals were minimal or
non-existent in the time period we study. Treatmentree at the point of use so
quality is the only dimension patients would makehaice on. But there was almost
no public information on hospital quality until eft2001’, so during the period we
study patients (and their doctors and buyers oftlhezare) had almost no quality
information on which to choose hospitals. Furtlpatjient choice was not encouraged.

" There were no published indicators of quality kakde until 1999, when six were published. More
were made available from 2001.

15



There is no private sector hospital care for emmergeAMI in the UK. Finally,
patients having heart attacks are not in a postbomake a choice of hospital (Volpp
et al 2003).

Any incentives to select will therefore come frohe thospital side. But during this
period, incentives for hospitals to choose patievise also weak. As there was no
data on quality, hospitals were not monitored osirtlelinical performance. So on
performance grounds they had little incentive ttuse potentially sicker patients.
Hospitals were not paid per patient, but receivddoak budget for emergency care.
So in theory they had greater financial incentiteeturn away high cost patients than
in a system where reimbursement rates are (at teasbme extent) adjusted for
severity (for example the US DRG arrangements). él@w, the fact that hospitals
were not paid per patient and all treatment wasl (@mains) free meant that the
financial systems in NHS hospitals were not setouidentify high cost patients We
conclude that, in practice, incentives for hospital select or to engage in differential
treatment of sicker patients were very weak ingéeod we study.

(ii) Controls for patient quality

Although we believe our research design makes tsefeissues less of a concern, it
does not eliminate them. To tackle the problem weoduce a large number of
controls for patient co-morbidity. First, we inckudn all regressions controls for
casemix such as the age and gender compositiomefgency AMI admissions in a
particular hospital in a particular year. Second,aendition on mortality rates in the
local area which should pick up other unobservaiflaences on death rates from ill
health. Third, we present estimates controllinguisobservable hospital fixed effects.
Finally, in robustness checks we also conditiorirdarmation on the severity of the

AMI admissions.

'8 There are large fixed costs with introducing sagratient monitoring system and, in the absence of
strong incentives, hospitals did not use them. Ademce of this, when a cost per patient
reimbursement system was introduced in Englancthears after the end of our data in 2004, two
years had to be allowed between its introductiahfati roll-out.
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(iii) Business cycle effects on demand for health

Recently it has been suggested that populationt latck fatalities are positively
correlated with the business cycle. For examplehynR(2006) argues that there is a
greater number of heart attacks during “good timesing US state level
unemployment rates. It is therefore possible thatimpact of high outside wages
that we find is not due to the result of nurse &g®es within hospitals, but to
increases in fatalities due to the business cydlbile possible, there are several
reasons why our results seem unlikely to be driwethe effect of the business cycle
on population health. First, the group which appe@ar suffer most from falls in
unemployment during cyclical upturns is those ag@édo 44. We examine fatalities
of persons aged 55 and over. Second, any relatpt&tween business cycles and
population health is likely to be affected by ingiions (Ruhm 2006, Gerdtham and
Ruhm 2002). The UK has a stronger welfare state laigtier levels of labor
protection relative to the US. These may limit timechanisms by which it is
hypothesized that upswings translate into heaathkttatalities. One mechanism is the
impact of increased hours and reduced leisure, lwitids argued leads to less
investment in health production by younger workansl less time to care for older
persons. Hours are significantly less associati tve cycle in the UK than the US
(Gali 2005). So there may be less cyclicality ofalbe investment (we present
evidence that this is the case belbw) We also examine conditioning on health

related aspects of the local business cycle suglolagion.

We therefore consider it unlikely that a positives@aciation between high outside
wages and heart attack fatalities in the populabatside the hospital drives our
results. However, as noted above, we use time ngugontrols for local population

health to control for any impact of the cycle ore thealth of those admitted to
hospitals. We also undertake an extensive sefiesboistness checks to attempt to
establish that a negative relationship between svagel population health is not the

source of our results.

¥ The indirect caring effect is also likely to betigated by the UK social care system that provides
subsidized care for older persons and acts assitsuib for care from relatives.
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(iv) Selection prior to hospital arrival or aftevspital exit

Data constraints mean that we do not observe dgaibs to being admitted to
hospital nor after thirty days in hospital or afteaving the hospital. Lack of data post
discharge is unlikely to be problem as we discusdatail in Appendix B. In short,
98% of AMI deaths occur within thirty days of beiadmitted to hospital; in fact over

half of deaths are within the first 48 hours.

The time between heart attack and hospital arii{felbor to door”) is in principle
important. But in our sample period ambulance spaffvided little health care for
AMI victims. For example, even as late as 2000y dhb% of AMI emergencies
received reperfusion (treatment to stop clottimgjrf ambulance staff prior to arrival
at hospital (Birkenhead, 2005). Additionally, weoghin the results section there was
no relationship between the outside wage and tipeaitsin the ambulance (due to,

say, congestion on the roads).

[1l. Data

We have built an original, very rich database wWylant-level” panel information on
hospital quality, productivity and inputs such t&affsskills and patient case mix. This
was compiled from a large number of mainly admraiste data sources that we

discuss briefly here and in more detail in Apperliand Tables A1-A3.

A. Basic information

The unit of observation in this study is the haalpiso all measures are at hospital
level. We construct a panel data set of NHS hdsp{talled “trusts” in the UK
covering the financial years 1995/6 to 2002/3. pheel is unbalanced as the number
of hospitals changes over the period. In 1995 threbrer of acute hospitals in our data

was 234, and fell to 175 in 2002. We focus onlyaonte hospitafs.

20 An NHS “trust” is a financial, managerial and adisirative unit and may cover more than one
physical hospital. It is appropriate to think dfi@spital as a firm that may be single plant or iplant.
We use the term “hospital” rather than “hospitabtt for expositional convenience.

2L Non-acute hospitals are a more heterogeneouthsgtiiclude mental health and community
hospitals) and generally do not provide emergenigly theatment.
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B. Measures of quality, productivity and casemix

These are derived from hospital episode statigkiesS) data. We measure quality of
output by within hospital deaths within thirty dagsadmission for emergency acute
myocardial infarction (AMI) for patients aged 55 over. AMI was chosen for
several reasons. First, it is a common conditiod g infrastructure used to treat
AMI is common to other hospital services making good general marker of hospital
quality’?. Second, all patients with a recognized AMI arengéittd, so there is little
scope for selection bias to affect the decisiomwbbd gets admitted (see the previous
section). Third, the quality of hospital care hagm established to have an important
effect on survival rates, so there is ample scapehbspitals to affect outcomes
(Volpp et al, 2003). As an indication, deaths falilog emergency admission for AMI
have been published by both US and UK governmest$ndicators of hospital
quality. McClellan and Staiger (2000) argue thatsuees of AMI death rate correlate
well with other measures of quality. Fourth, vatgaof this measure have been used

widely in studies of hospital quality (starting WiKessler and McClellan, 2000).

We use annual hospital-level averages and, to ahweighroblem of variability of rates
from small denominators, we only undertake analysésg hospitals with at least 150

emergency AMI admissions per year (results aresptauchanges in this threshold).

To allow for differences in case-mix we includee#rsets of controls. First, we
control for unobserved hospital fixed effects, whiwill control for differences in
case-mix that are constant over time. Second, wralofor all-cause time-varying
mortality of the catchment area of the hospitaind will pick up the degree of ill
health of the population that the hospital drawscases from. Third, we control for
the age-gender distribution of admissions for emecy AMI: the proportion of
emergency AMI admissions in five year bands sepbrafor men and women.
Fourth, in robustness tests we control for moraitkgt AMI case-mix measures based
on the severity of the heart attack. Of courserethreay remain some time varying,

within area, unobservable that increases AMI deatits that are not captured by area

2 Many of the actions to reduce deaths from emengadmissions for AMI need to be taken soon
after an attack, and so the performance of a raddpiterms of AMI reflects the performance of its
accident and emergency department. Around halpétients admitted to an acute English hospital are
admitted through the accident and emergency depattm

%3 Constructed from data on 354 Local authorities staddardized for age and gender.
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mortality rates or the other observables. Howethes, unobservable would have to be

systematically positively correlated with outsidages in order to bias our results.

Productivity is measured in a way similar to lalppoductivity in studies of other
sectors, as total output per worker. Our measutetaf output is finished consultant
episodes (FCESs). This is a standard output measec in the NHS and indicates the
total volume of medical activity (e.g. Vita 19907J.0 allow for variation in case mix,
we again control for hospital fixed effects and tbe age-gender profile of total
admissions at hospital level and type of admiséion robustness tests we include
further controls for the case-mix of total admissiasing an index based on the costs

of the procedures and diagnoses of all inpatientisglons.

C. Wages

We use several measures of outside wages. Our measure is derived from the
New Earnings Survey (NES), which is a one per cample of all employees in
Great Britain covering about 300,000 individualsyear. The NES is mandatory
administrative panel data provided by firms to Drepartment of Work and Pensions
and contains information on earnings and hours.r@ain measure is average annual
earnings, but we also consider hourly wages. Wetlusearea code in the NES to
construct seventy-eight distinct county-based frawework areas (or boroughs in
London). Using the zipcodes (“postcodes”) of thadwarters of county councils, we
matched each NHS hospital to all county counciéd tall within a twenty-kilometer
radius from the hospital. The local area wage isstrocted as the average of the
county wages of all the councils that fell intosthiadius. Where no councils fell
within the twenty kilometer radius the wage appieato the nearest council was
used®.

Our main measure is the average wages of non-mdamalle workers since the

overwhelming bulk of nurses are woni&rThe nature of the NHS means physicians

%4 The proportion of admissions in eighteen five-yege bands for males and females separately plus
the proportion of admissions in three categoriegrgencies, electives, transfers (omitted category
elective).

%5 About one quarter of trusts had no council withivanty kilometer (thirteen mile) radiuslmost

half of the trusts had only one council within aetiy kilometre radius from the trust, with the
remaining quarter having two or more councils.

% As an alternative to the NES we also considered_#imr Force Survey (LFS). The LFS is a self-
reported household survey containing about 320i0@®iduals per year (with 80,000 observations on
wages). From the LFS we can extract spatial wafferentials conditioning on more characteristics to
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labor markets are national in scope and so loctidei wages will be less important
for this group. Our main measure of the inside wiagamply the average wage paid

to clinical workers in the hospital, derived fromaf§ numbers and expenditure ddta

D. ill Groups

We define three clinical skill groups: physiciagsalified nurses (including qualified
Allied Healthcare Professionals, AHPS, such asotadists and physiotherapists),
and health care assistants (including unqualifiedrses and allied health
professionals). Extensive checks show that ourltesare not sensitive to the
summation over the qualified and unqualified. Th&fsneasures are annual whole
time equivalents. We define total clinical stadfinas the sum of staffing across these

groups. Shares for each group of staff are defiakdive to this measuf®

IV. Preliminary data description

Table 1 presents the means, standard deviatiomgmomn and maximum for the
variables used in the regression analysis for ampée of hospitals. On average,
21.1% of emergency heart attack admissions dieimithirty days with a wide range
from as few as 7% to as many as 37%. The average hospital is large with just

under 1,700 clinical workers.

build up the outside wage offered to a “typical’rset We experimented with such measures that
successfully predict labor supply problems in thess section (e.g. Elliot et al, 2007). The smaller
sample size and sampling variation, however, mé@atssuch constructed variables are less usefal in
panel data analysis. So for the most part, we salyhe larger sample sizes of the NES that has less
measurement error as it is taken directly from ey records. We also experimented with using
measures of unemployment rates and employment esealternative indicators of labor market
“tightness”. We did not find that these added ematary power over and above the information in the
wage, which in principle should fully reflect labararket conditions.

" A problem with a measure of average wages isitiaay reflect the skill mix, such as differential
grades within the hospital (as discussed aboviesretonometric section). We therefore also
experimented with a more exogenous measure ofribe @f labor based on the predicted regional

wage for a nurse following the method of Goslind &an Reenen (2006). We use mandated wage
uprating by the National Pay Review Body (which basarea and grade specific component) to
calculate the predicted wage increase for an aeanagse in the trust using the regional charadiesis
based on the NES. The results are similar to thepserted here and are available on request.

8 We also have a total employment measure that ieslutle non-clinical staff, but this does not
disaggregate between highly skilled groups suckeasor managers and less skilled groups such as
janitors. Consequently, our main results use whaical staff as the main employment measure aad w
check the robustness of the results to conditionim¢he total employment measure (see Table 6).
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A. Variation of AMI rate and productivity over time
Figure 3 presents the distribution of AMI deathsaeen 1995 and 2002. We show
the 10", 258", 50", 75" and 98" quantiles of the distribution. The most strikiiegture
of Figure 3 is the remarkable variation of deattesaat any point in time between
different hospitals. For example in 1995 the deatk is s17% for the bottom decile
and 27% in the top decile. Some of this variatian be accounted for by case mix
but there remains much residual variation thabiemtially related to the quantity and
quality of labor inputs. Looking at the evolutiohtbe distribution, Figure 3 shows a
gradual decrease in death rate over time indicatingong run trend in a decline in
the emergency AMI death rate. There is some cgever in death rates between
hospitals at the top and bottom of the distributiowards the end of the period. This
convergence and the falls in 2002 follow a majovegament initiative to reduce the
incidence of coronary heart disease through thetiNal Service Framework®.
Although this is a genuine feature of the data wepped 2002 to avoid any
contamination of the main results because of thEpnpolicy initiative®,

[Figures 3 and 4 about here]
Figure 4 illustrates the distribution of produdyvwhich shows a large dispersion
some 60% between the top and bottom deciles in.IR8S heterogeneity mirrors the
well-known findings in the productivity literaturthat has looked at differences
between private sector firms: there is significaartd persistent variation in
productivity even within disaggregated sectors tfzainot be explained by observable
factor inputs. The figure also shows clearly theklaf a positive trend in our measure

of productivity.

B. Outside wages and outcomes: vacancies, labor supply and AMI death rates

In Figure 5 we display the geographical variationoutside wages, the intensity of
use of temporary agency nurses and AMI death tatese if the raw data suggest the
relationships we have been discussing. There isiderable spatial variation in all

three measures. The similarity in patterns betwtbendistribution of outside wages

and intensity of agency nurses is particularlykstg, being concentrated heavily in

? The framework set new standards and protocolseuhby increased resources and incentives. See
http://www.rcplondon.ac.uk/pubs/books/minap/HowHtsEpManageHeartAttacks12Nov2002.pdf.

After 2001 there were also other reforms to impriS performance, which included tougher targets
for waiting times in Emergency Rooms (see Friedamach Kelman, 2006, for an analysis).

% The results are stronger if we include this year.
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London and other urban centers with stronger labharkets. The pattern in AMI
deaths is slightly different, reflecting amongshaeat things, the distribution of
population ill-health which is higher in areas okater poverty such as the North
East. Nevertheless there is considerable overlaparregional distribution of AMI
deaths and that of outside wages and use of agaity
[Figure 5 about here]

We now examine some simple correlations acrossmegiFirst we plot the mean
outside wage against the nurse vacancy rate inégacross the ten English regions.
A clear upward sloping pattern emerges with thénésg outside wage area (London)
having a vacancy rate that is fourfold higher thlhe vacancy rate in the lowest
outside wage area (the North East). Gosling and Raenen (2005) discuss the
correlation between nurse labor supply measurdatieagroportion of women with a
nursing qualification who are employed as nurseshér than being employed in
another occupation or not participating). They shbat labor supply is much lower
in the regions where outside wages are highernmerl London, for example, nurse
wages are about 5% lower than the regional aveoaggde wage, whereas in the
North East of England nurses’ wages are 30% highan the outside wage. In
London the nurse participation is 50% and in thetiN&ast participation rates are
75%",

[Figures 6 and 7 about here]
Figure 7 examines the intensity of using agencyesiand the outside wage. Again,
we find that the regions with high outside wagédg adot more on agency nurses than
the regions with low outside wages. Figure 8 plbesAMI death rate as a function of
the regional outside wage. There appears to besitiy@orelationship, London having
the highest AMI death rates and the low-outside eveggions of the North having
lower AMI death rates. In Figure 9 we consider &eariables in growth rates over
the five-year period in our sample. Again, it apge#hat there is a positive
relationship between the change in the outside veagkthe growth rate of AMI.

Although all areas have had some improvement in dbelity of hospitals as

%1 1t cannot be concluded from this simple comparigmat nurses outside London are earning quasi-
rents from the public sector so that the regulatade is above the unregulated wage in Figure 1s Thi
is because the comparison does not take into atecmumpecuniary aspects of being a nurse, which
may be an unattractive occupation for many peoplese non-pecuniary aspects are likely to be
relatively stable over time, however, so econoroelif we control for them with fixed effects.
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measured by AMI death rates, the rate of improvemes fastest in those regions
with the slowest increase in outside wages.

[Figures 8 and 9 about here]
Overall then, regions with high outside wages draracterized by higher vacancy
rates, greater use of temporary agency staff agitehideath rates from ANl There
are, of course, many reasons why these figures lmeamisleading and there is no
causal connection between high outside wages and lpuspital performance. For
example, there may be many other factors positivelyencing the outside wage and
the AMI death that we have not controlled for. Tackie this we turn to the
econometric results where we look at within regianation both in the cross section
(by using area and hospital trust level data) anthe time series (by controlling for
hospital fixed effects) as well as conditioning confounding variables such as

casemix and local mortality rates.

V. Main results

In this section we present our main results loolkahghe effect of outside wages on
hospital quality and productivity. We then considecluding inside wages, the
magnitudes of the effects, and the role of agenoges, our placebo tests and other

robustness results.

A. Hospital quality as measured by death rates from AMI

Table 2 presents the estimates for hospital quatyneasured by the log of the AMI
death rate. The outside wage is that derived fiuenldg of the average wage of non-
manual women in the seventy-eight local “traveiark” areas. Column (1) presents
the pooled OLS estimates of the association of AllkHth rates with staff shares and
outside wages, controlling for AMI casemix (admiss in fourteen age-gender

bands), hospital type (i.e. whether the hospitat wwanormal acute hospital or a

%2 These resullts fit with Gosling and Van Reenen 520@ho use a long panel of regions between 1984
and 2001 (when there were some significant chamgesandated regional differences) to find a 10%
fall in nurse relative wages reduces nurse employrg up to 15%. Elliott et al (2007) find a pogii
cross sectional relationship between vacancies@idoutside wages.
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teaching hospital), the local area mortality ratesgpital size (the log of total clinical

employees), year dummies and ten regional dunifhies

Column (1) of Table 2 confirms that the bivariatrelation in Figures 8 and 9,
which showed that higher outside wages are assadcwith higher AMI death ratés
remains robust after adding controls. A 10% inadasoutside pay is associated with
a 4% increase in AMI death rates. It also reveladd hospitals with better qualified
employees (i.e. a higher proportion of physiciand/ar qualified nurses relative to
health care assistants) have lower AMI death rdtes.coefficients are sensible being
larger for physician share (the highest human ahgioup) compared to nurse share.
Nevertheless, even after controlling for skill mithe outside wage enters the

regression with a significantly positive sign.

Note that the standard errors are clustered byitabspn alternative is to cluster by
area, but the standard errors were extremely ¢tosigose presented here, due to the
large number of are¥s

Column (2) of Table 2 considers long-difference@csfications (annualized three
year differencesy. The patterns of signs on the key variables aesg#tme as OLS in

levels, but less precisely determined. The coeffition the outside wage is positive
and significant at the 5% level. The skill shareialales are correctly signed but

smaller in magnitud®. Finally, column (3) contains our preferred syst&wM

% The results were robust to including other measaféospital size as extra controls (e.g. numiber o
finished consultant episodes, total number of bmdthe total admissions). These terms were never
significantly different from zero.

% Note that we also considered other health qualiticomes that showed similar patterns to those
reported here for AMI. For example, if we use deftim strokes as the dependent variable in an
equivalent specification to column (1) the coeéiti on outside pay is 0.475 with a standard erfor o
0.191. The coefficient on physician share was 28ih a standard error of 0.513.

% The area-level clustered standard error on theideitvage in column (1) of Table 2 was 0.170 (as
compared to 0.176 when we cluster by firm). Fodpiativity, the area-level clustered standard error
on the outside wage in column (1) of Table 3 wd99.(as compared to 0.198) when we cluster by
firm. See Bertrand et al (2004) or Cameron et @072 for a recent discussion of these issues.

% We focus on long-differences to reduce the attémuidias associated with transitory measurement
error. Including a full set of hospital dummies tfvith groups) leads to similar marginal effects with
larger standard errors. For example the coeffiolenthe outside wage in an identical specificatmn
column (1) estimated by within groups is 0.433 veitetandard error of 0.324.

" Running the regressions using five year differsraigo lead to strong results: the coefficienttun t
outside wage was 1.718 with a standard error d¥@0.Rote that the casemix variables were jointly
insignificant in the long-differences specificatoorso we do not include them (p-value of joint
significance is 0.353).
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specification that treats skill shares and totalpleyment as endogenous. This
estimator exploits the “within” information used iolumns (2) and the levels

information used in column (1). The marginal effedft the outside wage is

statistically significant and similar in magnituttecolumn (1). The coefficients on the
skill shares are significant and larger in absotasgnitude compared to the previous
columns. This suggests some endogeneity bias otdeficients on skill shares,

possibly because hospitals with high AMI rates tyskilled staff to a greater extent,
which biases the OLS coefficients on the skill ssapwards zero.

The diagnostics are given at the base of Tablefthe instrumental variables to be
valid for system GMM there should be no second ohkial correlation in the
differenced residuals and no correlation of th@reterm with the instruments. The
high p-values on the LM(2) and Sargan test areistamg with the validity of the

instrument sét,

B. Hospital Productivity

Table 3 repeats the analysis on the same samplalds 2 but uses productivity as
the dependent variable. The order of the spetidics is identical to Table 2 and the
control variables are the same except we use tti@vef case mix controls specific
to total admissions. Column (1) shows that theeslb&iphysicians is significantly and
positively associated with higher productivity, Whithe share of nurses is also
positive, but statistically insignificant. Most imgantly, higher outside pay is
associated with significantly lower productivity. 20% increase in outside pay is
associated with a 6.6% decrease in productivity.

The long-differenced results are much weaker wihvariable significant, possibly
reflecting the low degree of within-hospital vaigat in productivity. The final
column of Table 3 presents the preferred GMM rasutiere, all three key variables

% The p-value of the Sargan-Difference test of thealidity of the extra moment conditions used by
the Blundell and Bond estimator (compared to tladdrd moment condition of Arellano and Bond,
1991) is 0.973. This implies the additional momeatts not rejected, justifying the more efficient
estimation technique.
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are correctly signed and significant. The magnisudé outside pay and physician

share are similar to OLS, but the coefficient oalified nurse share is largér

In summary, and taking both tables together, weehaw key results. First, a richer
skill mix, in particular using more physicians, apps to have a positive association
with the quality and quantity of hospital outputhig is what basic human capital
theory would predict although, to our knowledges thas not been demonstrated
before in the health sector. Secondly, and morerestingly, higher outside wages
tend to depress the quality and productivity offitads. This is a more controversial
finding. In particular, we find that these outsitege effects exist even after
conditioning on skill inputs, so the outside wagefticient is not simply reflecting a

lower quantity of key staff. We consider the other mechanismsuiin which external

labor markets may be having an effect on hospitality and productivity below.

C. Inside Wages

According to our model, effort, quality and labaupply are determined by the
comparison between the inside wage in the hosaitdlthe outside wage in the labor
market. We first have focused on the outside wagmalbise of the relatively small
exogenous variation in the inside wage for a comdgarnursing grade. In Table 4 we
look at this in more detail by re-running all theesifications in Tables 2 and 3

conditioning on the inside wage (the average diniage in the hospital).

Column (1) of Table 4 includes the inside wage e tOLS AMI death rate

regressions. The marginal effect of inside wagesegative as expected - higher
inside wages are associated with a significant aeolu in AMI death rates. The

coefficient on outside wages remains very simitaifable 2 and remains significant.
The coefficients on the skills share terms do fadiwever, and they are no longer
statistically significant. This suggests that theide wage reflects, at least partially,
the different skill mix within a hospital. Similaesults are observed in column (2) for

long differences and column (3) for GMM.

% The Hansen-Sargan test rejects the validity ofrisuments in this column. In the next sub-sectio
we show that this is due to misspecification —ah@ssion of inside wages.
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The final three columns of Table 4 use productiaty the dependent variable. In
contrast to the AMI regressions, the skill shareneedominate the inside wage in the
OLS productivity regression of column (4). The sgest evidence is in the GMM

results of column (6) where we find a positive aghificant coefficient on the inside

wage — a 10% increase in hospital pay is associatitil a 2.5% increase in

productivity. Outside wages remain negative andligignificant, however. The

Hansen-Sargan test no longer rejects at the 5% kwggesting that the main

diagnostic problems of Table 3 were related toatméssion of inside wages.

Overall, we find some suggestive evidence thatdmsivages matter for hospital
performance, but identifying their effects is muarder than the effect of the outside
wage. Nevertheless, the coefficient on the outaidge, our key variable of interest,

remains robust to conditioning on the inside wage.

D. Magnitudes

The results appear to be statistically significant, are they economically significant?
A 10% increase in the outside wages (holding tka@awage and labor inputs fixed)
is associated with a 4.6% increase in death rai@sl€ 2 column (3)). The decile ratio
of outside wages between areas in 1996 was abéat 83 a move from the worst to
best decile of labor markets is associated with.2% increase in death rates. Thus a
gap of this size could account for just over onartgr of the 60% quality spread in
the 90-10. A 10% increase in outside wages is &ssoc with a 5.5% fall in
productivity (Table 3 column (3)). Moving from tHeest to worst decile of labor
markets is associated with an 18.2% increase idyatovity, which is just under a
third of the 60% between hospital productivity sute

We can also compare our estimates of the impatiteofabor market with those for
specific medical interventions for AMIs. Our es#ites suggest a 10% increase in the
outside wage is associated with just under a fige gent increase in death rates,
which is about a one percentage point increasbeaimean death rate of 21% in our
data. Heidenriech and McClellan (2001) estimate tta effect of increasing the use
of aspirins in treatment of AMI patients in the U$ 70 percentage points (from 5 to
75 percent) was a fall of 3.3 percentage pointdeiath rates; the effect of increasing

the use of thrombolytics from 0 to 31 percent wdsGapercentage point fall; and the
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effect of increasing use of beta blockers from 2b%0% was a 0.6 percentage point
fall. Austin and Mamdami (2006) estimate that prggion of statins at discharge

reduced three-year mortality by 2.1 to 4.5 peragn{aoints.

Of course, although these show benefits, the adsdgferent policy interventions are
very different. Back of the envelope calculatioseg Appendix C) show that in terms
of life-years saved, raising wages is much morélyesmpared with pharmaceutical
interventions. We calculate that there is an intbialue of a life-year of $100,000
from raising wages compared to the $50,000-$100@8terally used in US cost-

effectiveness studies (see Skinner et al, 2506)

Although across the board increases in the levelvales are not cost-effective,
changes in the regulation to allow the structurewfse wages to reflect local labor

market conditions are more beneficial. We returthis in the Conclusion.

E. What is the mechanism through which higher outside wages affect hospital
outcomes? The role of temporary agency staff

The estimates above show that quality and quaatityospital output are negatively
associated with the outside labor market wage. ¥ Interpreted the coefficient on
the outside wage as reflecting worker quality. Véevrexamine whether alternative
measures of staff quality are directly associateth wutside wages and clinical
outcomes. The channel we examine is the possildategr reliance on temporary
agency staff in high outside wage areas. If ageste§yf have lower general or

hospital-specific human capital they may deprespial outcome?t.

We have information available to construct a measuir the intensity to which
hospitals rely on nursing agency staff for a suiydla of the data. We use the
proportion of total staff costs accounted for bgm@gy nurses as our indicator in Table
5 (“Agency”). The first column reports regressiaighis measure of intensity of use
of agency nurses on the outside pay rate (and atbetrols). There is a highly

significant correlation, suggesting that agencysasrare more commonly used in the

“0In the UK the National Institute of Clinical Extahce uses a figure of $60,000.

“!1n a related literature, several recent papegs fautor and Houseman, 2005) have suggested that
temporary jobs are not “stepping stones” to betdeeers which is consistent with the notion that
workers build up little human capital in these tiosis.
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high outside wage areas. Column (2) then includkesagency term directly in a
hospital AMI death rate regression identical to preferred model (this is column (3)
of Table 4% A greater use of agency staff is associated wiignificantly higher
death rates in hospitals; a doubling of the intgnsi use of agency staff is associated
with a 5.7% increase in the death rate. Columns{8)ply repeats the preferred
specification on the sub-sample with non-missingnayg nurse information with only
outside wages for comparison purposes. The reav#tsvery similar to the larger
sample. Then column (4) presents a “horse racdi bth agency and outside wage
measures entered simultaneously. The outside wagféaient falls to almost half of
its value in the previous column and is no longgnificant at even the 10% level.
The coefficient on the agency variable also falls ibremains significant at the 10%
level. This suggests that an important part ofvtlag that the outside labor market is
affecting hospital quality is through a greateramte on temporary agency workers.
In support of this finding, detailed analysis oétpayroll data of a small number of
hospitals indicates that agency staff are disptopmately deployed in emergency
rooms (known as accident and emergency departmeritee UK), through which

emergency AMI cases are admitféd.

The next three columns of Table 5 repeat the expari but use productivity instead
of AMI death rates as an outcome measure. In col(Ejpmwe show that a greater use
of agency staff is associated with significantlwér productivity. Column (6) shows
that the marginal effect of the outside wage ordpativity is significant in the sub-
sample where we have agency staff information ¢algh somewhat larger in
magnitude). In column (7) where we condition onragyeintensity the magnitude of
the outside wage coefficient falls by about 10%t®fvalue in the previous column,
but remains significant at the 1% level. The cagffit on agency staffing has fallen

by about half but remains significant at the 1%el&y

“2\We treat the agency variable as the other endagenospital-level variables like physician share
and instrument it with past values in the GMM azmin

3 There are no published breakdowns of where agstadf/are deployed within NHS hospitals.
Analysis of detailed payroll data of fourteen NHf1gts (data used in Crilly et al, 2007) shows the
share of agency staff expenditure accounted fokdnydent and Emergency departments averages
9.1%. This is around twice the share of total mgstaff spend in Accident and Emergency
departments (4.7%) and is higher than the shat@aifnursing staff costs accounted for by agency
staff (7.9%).

4 We also re-estimated Table 5 by OLS and GMM exdgdhe inside wage and the results are
similar.
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To further explore the role of agency staff, we rake whether there is a link
between agency staffing and a specific adverse gaediutcome that is a major
problem in UK hospitals. Since 2001 acute NHS fialspin England have been
subject to mandatory reporting of Methicillin-rdsist Staphylococcus aureus
bacteraemias (bloodstream infectidis)rhis is known in the media as the MRSA
“Superbug”. It has been argued that hospital aegquinfections are associated with
hospital physical cleanliness. For the UK, it haerb hypothesized that greater
reliance on agency nurses may be associated vgtiehrates of MRSA. Temporary
nurses may be less knowledgeable about local infectontrol policies, and move
around more between wards within hospitals as asgkwitching between hospitals.
This implies a greater number of patient contaets ggency nurse, and patients on
wards with higher numbers of temporary staff mageanto contact with more staff,

since temporary workers often work shorter shifestpermanent workers.

MRSA data is only available for 2001 and 2002. fh@se years we regressed MRSA
rates against agency staff intensity controlling tftee same variables as in Table 2
column (1). Consistent with McCormick et al (200Wg found a positive and
significant association between levels of MRSA sataxd use of agency staff (a
coefficient of 0.015 with a robust standard errb®.©06).

Taken as a whole, these results are suggestivagieacy staffing may be part of the

mechanism through which higher outside wages neggtaffect hospital outcomes.

F. Placebo Tests. No role for the outside wage in other sectors

A concern with our results is that the effectshad butside wage may be due to some
other factor than pay regulation. If this were sowwould also expect outside wages to
affect performance in other sectors that had smeiaracteristics to hospitals. In this
section we conduct several placebo experimentshtavsthat our outside wage
measure isi0t systematically correlated with performance in éhesctors. We look at

one sector in depth and then consider 42 otheag@isector service industries.

“5 Stapylococcus Aureas (SA) are bacteria commonlyiezhion the skin and it is estimated around

30% of the population of the UK carries SA bactexiaany one time. SA bacteria can cause serious
infections such as surgical wound infections andupmonia. Bacteraemia infections occur when the
MRSA enters a normally sterile bloodstream eitleoiigh an intravenous catheter or a local site of
infection.
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We first consider nursing homes for senior citizéthsalth care workers are employed
intensively in this sector which provides both noadliand “hospitality” services for
elderly people on a long-term basis. Unlike hospjtaowever, firms are free to set
wages without being constrained by a centralizgglleged nursing wage. Firm-level
panel data for 1998 and 1999 was collected forréag8lomly selected nursing homes
which included extensive characteristfcOne measure of labor productivity specific
to this sector is the number of occupied beds par tworked. This does not take into
account the differential quality of nursing homss,our baseline results use revenues
per hour — this weights raw productivity figure the price charged to stay in the
home (under the assumption that the higher qualilysing homes are more

expensive). We compare this with the beds per hmasure as well.

Table 6 contains the results. The key variablentdrest is exactly the same as in the
earlier tables; the outside wage in the local lamarket. We also control for the
average wage in the home (the inside wage), thpoption of employees who have
nursing qualifications, overall firm size (employme gender composition, average
worker age, the proportion of residents subsidibgdthe government, regional
dummies and year dummies. In column (1) we repathiasic results that show that
the inside wage is positive and significant (whaduld represent either unobserved
skills or efficiency wages). More importantly, thmutside wage term although
negative is completely insignificant. Column (2)cluides average hours as an
additional control since wages may affect hourskedr(the denominator of the
dependent variable). The coefficient on the outsidge remains insignificant and
actually becomes positive. In 1999 the UK introdlieenational minimum wage so
this constrained firms to pay a legal minimum. Take sure that this is not
contaminating our results we re-estimate on the8X96ss section only in column (3)
and again the outside wage is insignifi¢anin column (4) we include a full set of
firm fixed effects. Although the inside wage renwipositive and significant the

outside wage remains insignificant. Finally, inwuoh (5) we use output per hour

6 See Appendix B and Machin and Wilson (2004) farare detailed data description

4" We also constructed the wage “gap” — the proportiat the 1998 wage bill in the home would have
to increase in order to comply with the minimum wdaw. This is highly correlated with subsequent
wage growth. The outside wage term remains indiganf when the “gap” is included as an additional
variable.
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instead of revenue per hour as the dependent \@mathout changing the qualitative

results.

We also examined production functions from a numdfeother service industries
where there were many female employees. In contoatite US, all UK firms are
legally required to lodge their accounts in CompahHouse and, if they are above a
minimum size threshold, legally obliged to repdreit wage bill, employment, sales
and other characteristics (even if they are ntedion the Stock market). This data is
available electronically through BVD’s Amadeus Batta(see Appendix B for details)
and we exploit this to run panel data regressidmasbmr productivity (In(revenues per
worker)) on the outside wage. We mimic the sameetspecifications of Table 3
(OLS, long-differences and system GMM) includingaalslitional controls the inside
wage, In(employment), the In(capital-labor raticggional and year dummies. The
full results for these 126 regressions (three $gations in forty-two industries) are
summarized in Appendix Table A4. In only seven sas@s the coefficient on the
outside wage negative and significant at the 5%!l|€¥.6% of the total number of
regressions), which is what would be expected lrg phance given the large number

of regressions.

Taken together, these results from sectors whexee tare no maximum pay limits
suggests that the negative effect of outside wagkmited to the hospital sector. The
absence of such a placebo effect in the other tndasstrongly suggests that it is

regulation which is causing the results rather th@me other unobserved factor.

VI. Robustness of the results

We describe here a sample of the large numberfstaess checks we performed on
the main results. These are summarized in Tabidl €ells report the coefficient and
standard error on the outside wage from separgiessions. The first column has
AMI death rates as the dependent variable andebensl column has productivity as
the dependent variable. Both columns include tlsdderwage. We begin in row 1
with a baseline regression taken from Table 4 cokini3) and (6). The other

regressions use this as the baseline in the résedéable.
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A. Severity of AMI cases and the local labor market

As discussed above, Ruhm (2006) has suggested thabming local labor market

could increase ill health and the incidence of hadtacks and has presented US
evidence to support this hypothd&iswe have sought to deal with co-morbidity
through an extensive set of demographic contraksa anortality rates and hospital

fixed effects. But it is possible there are stithited casemix variables and that a
positive correlation between economic activity @ederity of patients admitted that
Is driving our results. We test the robustnessusfresults to this idea in a number of

ways.

First, we examine whether tiseverity of those admitted with AMI is associated with
outside wages. Using HES data we calculated theoption of emergency AMI cases
that were admitted “with complications” comparedhe total®. Regressing this AMI
case severity measure on the outside wage anleallariables in a specification like
column (1) of Table 2 shows that there is no sigaift association with outside
wages’. We then include this measure of AMI casemix seyelirectly in the AMI
death rate regressions (row 2 of Table 7). In Sin@ILS specifications - as in Table 2
column (1) - the coefficient on this variable tothle expected positive sign and was
statistically significant (0.262 with a standardoerof 0.116) when we omitted our
demographic controls. When the demographic conts@ee included, the extra co-
morbidity variable was positive but insignificam OLS or in GMM). This suggests
that our included demographics are doing a good gbleflecting casemix. The
marginal effect of the outside wage was very simitaen the extra casemix variable

was included as shown in the first column of row 2.

As a robustness check for the productivity regoessiwe use a casemix variable
based on the severity of all admissions to eaclpitads This index, known as the

reference cost index, is derived from all admissitm the hospital as classified by

“8 Note our outcome measure differs from the poputafiMI rates in Ruhm (2006). Our measure is
the death rateonditional on having a heart attack. So Ruhm'’s effect ofrggriabor markets causing
more heart attacks is distinct from our measureospital quality.

49 We constructed this ratio from the proportion wfeegency patients 55 years or older admitted with
HRG codes E11 (AMI with complications) and E12 (Aithout complications)For discussion of
HRGs, see Appendix B.

* The coefficient on outside wages was 0.001 withamdard error of 0.041. If we drop the time
dummies, however, the coefficient on the outsidgeMaecomes positive and significant (0.068 with a
standard error of 0.030), suggesting that it isartgnt to control for omitted aggregate time shocks
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Healthcare Resource Group (HRGs are similar to UGB, Diagnostic Related
Groups - see Appendix B). A higher value of theeixdeflects greater complexity of
cases. When included in the productivity regressitbie relative costs index takes the
expected sign and is significant (the index hasefficient of -0.715 and a standard
error of 0.186). The effect of the outside wageolsust, however, remaining negative

and significant (row 3 column (2) of Table 7).

Second, we investigate whether outside wages apxiated with higher AMI death
rates at the community level (i.e. in the wholealoarea both inside and outside
hospitals). We would expect some positive relatigmsbetween community level
death rates and outside wages as our model inthi¢docal death rates rise because
of the decline in hospital quality, even thoughhwspital deaths only account for a
minority of local area deaths (Norris et al, 1998he Ruhm hypothesis suggests a
strong positive relationship. Taking the local auity as the unit of observation, we
examine the relationship between (age and gendedatdized) AMI death rates and
our outside pay variable (lagged), controlling year and local authorities effects for
1996-200%". We find, as expected, a small positive relatigmsbut one which is
insignificantly different from zero. The coefficieon outside pay is 0.04 (standard
error = 0.17).

The lack of any strong positive relationship betweatside wages and AMI fatalities
at community level is supported by a lack of a pesirelationship between outside
wages and factors that might drive higher commulatel fatalities. We found no

significant correlation between increases in oatsihges and increase in levels of

pollution, smoking or obesity, all of which are kesk factors for AMF.

*! There are 354 local authorities in England. Thasethe primary political level below national leve
in England.

®2 Regressing smoking on outside wages using lodabsity as the unit of analysis with controls for
local authority fixed effects and year, we find aefficient of —0.078 (standard error = 0.120).
Regressing obesity on outside wages using lochbaity as the unit of analysis with controls focd
authority fixed effects and year, we find a coeéfit of 0.11 (standard error = 0.11). We examirted t
relationship between four measures of air borndufaoits (carbon monoxide, nitrogen dioxide,
particulate matter and ozone) and found no eviderice positive association between pollution and
outside pay. Instead, the evidence points to ativegassociation.
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We conclude that our finding of a positive relatbip between in-hospital mortality
and outside wages seems unlikely to be driven byssociation between outside

wages and poorer health in the area from whicthdspital draws its patients.

B. Outside labor markets affecting care in ambulance prior to hospital ?

Medics distinguish two important periods after areattack: “floor to door” (from
having the heart attack to admission to hospitad) ‘@oor to needle” (from admission
to initial treatment — usually injection of an ahtood clotting agent such as a
thrombolytic drug). Since our measure of qualitgéath rates from AMI taken from
the moment a patient is admitted to hospital, ipassible that the outside wage is
actually affecting treatment in the floor to doceripd. Perhaps the most obvious
mechanism would be that stronger economic actiygtyerates more road congestion
causing patients to arrive at hospitals later asckehsing their chances of survival.
To check this we re-estimated AMI equations inahgdian additional control for
ambulance speeds (the proportion of urgent ambelgnoney arriving on time). Our
outside wages estimates were robust to this corfoméfficient of 0.446 with a
standard error of 0.1723

More subtly, hospitals in high outside wage areasy rhave higher death rates
because of the behavior of ambulance crews. If &anba crews were of poorer

quality in high outside wage areas (for the sarasar as nurse quality is poorer) then
patients might arrive in hospitals in a worse statd therefore be more likely to die

in the “door to needle” period. Over our time pdrilblowever, there was hardly any
treatment of heart attack patients in ambulances.ekample, in 2000 only 0.6% of

reperfusion (thrombolytic drugs) for heart attackignts was given before admission
to hospital in 2000 and 2001 (Birkenhead, 2005). &dieclude that poorer treatment
by ambulance crews in high outside wage areaslilselynto drive our results.

C. Financial Pressure

An alternative explanation for the importance of thutside wage is that hospitals in
stronger local labor markets face sharper budget@gstraints. The British
government’s funding formula for the health serngoatains a “market forces factor”

that allocates more funds to reflect the highetas more expensive areas, but it

*3 These data are only available as a consistersstni three years in our data.
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may not fully compensate (e.g. Crilly et al, 200€pnsequently, hospitals in high
wage areas may be chronically under-funded andcthigd cause worse quality and
productivity. To test this idea we included a measaf the hospital’'s financial

surplus (or deficit) as an additional control. bwr3 we show that the coefficient on
the outside wage remains significant and very simit magnitude in the sub-sample

where we have information on a hospital’s finanpiasition.

C. Dynamics and short-run monopsony

We were concerned that we may have misspecifiecetio@ometric model and not
allowed for sufficient dynamics. The specificationrow 4 of Table 7 includes a
lagged dependent variable (treated as endogenmgthe standard GMM approach)
and presents the long-run effects of outside wagtkough the lagged dependent
variable was significant, the long-run effects loé toutside wage remain significant
and become slightly larger in absolute magnitudebimth equations. The fact that
there is a long-run effect of outside wages is irtgpd and consistent with the cross
sectional raw data in Figures 6 through 8. Lab@psudifficulties in the NHS are not
simply due to hospitals optimally smoothing theibdr force in response to positive
shocks (due to higher adjustment costs for permarw@npared to temporary staff) or
because of short-run monopsony power as may beage in the US (see Houseman
et al, 2003). They appear to be long-term.

D. Regional heterogeneity in effect of outside wage

According to Figure 1, the high outside wage amay be affected more by the
regulated wage than the low cost areas (for exgripderegulated wage may be close
to the unregulated equilibrium wage for the Nortbpnsequently, we would expect a
larger effect in London than in the rest of the oy We experimented with
dropping London from the sample in row 5. As we entpthe marginal effects are
somewhat smaller in this reduced sample for bothl Akld productivity, but they

remain significant at the 5% level.

E. Further Robustness Tests
We also tried dropping some outliers in the changie outside wage in row 6 and
running the regressions only on the balanced parmw 7. The results are stronger

than the baseline in these sub-samples. In rone8)se an alternative measure of the
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outside wage — the regional wage in each of theetgglish regions (i.e. much more
aggregated than the seventy-eight area outsidesneggl in our main analysis). The
marginal effects are larger in magnitude but diatifly insignificant unless we drop
the regional dummies (row 9). This illustrates fihgportance of using spatially
disaggregated measures. In row 10 we include ablarimeasuring total hospital
employees, including non-clinical workers. The emyphent variable is insignificant

and the coefficient on outside wages falls, bstilssignificant at the 5% level.

One simple concern is that the inclusion of lingktl shares in equation (7) may be
too restrictive. We relax this by including squaaesl cross-product terms of the three
skill groups in row 11. The higher order terms wgsmerally insignificant and the

coefficients on the outside wage terms remain Baait and are larger in absolute

magnitude.

Overall then, our results appear robust to a watéety of experiments.

VIl. Conclusions

This paper has examined the impact of centralizgdrpgulation on the performance
of hospitals. Regulated skill prices offers a ukeifilentification strategy for

examining the impact of labor markets on organaretti performance relative to a
competitive labor market where wages inside andsidetthe firm should be
equalized. Our unusually rich data of a panel cfersally all acute hospitals in

England allows us to control for a number of comfding influences.

We find that keeping pay flat over heterogeneouslltabor markets leads to lower
hospital performance (as indicated by higher AMattierates and lower productivity)
in areas with stronger outside labor marKetShis is not simply because hospitals in
high outside (relative to inside) wage areas hawable maintaining high enough
staffing levels, as we condition on labor inputsisl more likely to be due to the
difficulty of retaining high quality staff and/ohé lower levels of effort that are

supplied when outside wages are high. The negaBsociation between firm

%% One of the little-discussed costs of centralizedjevaetting proposed by some macro-economists
(e.g. Layard, Nickell and Jackman, 2005) are tlgses of perverse effects on firm productivity.
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performance and the outside wage is unique to tadsp+ we do not find it in the
other 43 service sectors we examine where theiripayt regulated, such as the

market for nursing homes for senior citizens.

We show that reliance on temporary agency staffeats of permanent staff is a
possible mechanism in generating these worse o@sdar hospitals in high outside
wage areas. This finding is related to the emerditegature on the quality of

temporary jobs for workers (e.g. Autor and Housen2&@5).

One further direction we would like to explore ietimpact of regulated prices on
technology adoption (see Acemoglu and Finkelst@®06). Our setting is useful
because the external regulation of wages enablés agsamine whether part of the
performance effect comes from the adoption of suivaal techniques. We have
collected data on the management practices andhiaegemnal structure of these
hospitals (using the methodology of Bloom and Vameien, 2007) in order to
understand in more detail the mechanisms generdtingextreme variation we

observe in hospital performance.

From a policy perspective, our study has importanglications for regulated labor
markets. The National Health Service, a quasi-molyoprovider, dominates the UK
health system and wages for physicians and nursegetermined centrally. The local
variation of wages does not fully reflect the higletside wage in areas where the
labor market is tight (such as London and the Sé&iatt). The low relative wages in
these high outside wage areas appear to have @ dirpact on the death rates in
hospitals and the level of their productivity. Rathhan focusing on across the board
increases in national pay which we found not tocbest effective, relaxing the
regulatory system to allow local wages to reflecal market realities would improve

productivity and save lives in the higher outsiceg® areas.
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Table 1: Descriptive statistics

Mean Standard Min Max
deviation

AMI Variables
AMI death rate (55 plus) 21.14 4.483 7.454 36.941
Total AMI deaths (55 plus) 79.99 33.83 13 294
Total AMI admissions (55 plus) 385.02 160.84 151 348,
Productivity and FCE (finished
Consultant Episodes)
Productivity (total FCEs/ total  31.17 7.57 12.09 65.12
clinical staffing)
Total FCEs 58,664.58 24,515.83 13,490 138,984
Staffing Variables
Total clinical staffing (physicians 1675.79 692.25 398.61 4010.70
+ nurses + Allied Health
Professionals + Health Care
Assistants)
Physicians share of clinical 0.148 0.030 0.058 0.270
staffing
Qualified Nurses (plus qualified 0.597 0.037 0.476 0.741
Allied Health Professionals) share
Health Care Assistants share 0.246 0.046 0.121  30.39
Hospital Expenditure Variables
Share of expenditure on agency 0.034 0.028 0.001 0.163
staff as a proportion of total
expenditure (“Agency”)
Retained Surplus (£1000);745 obs -206.1 1313.4 8114 8505
Wages
Ln(Area outside wage) 9.60 0.140 9.27 9.99
Ln(nurse inside wage) 9.99 0.152 9.52 10.50
Ln(area inside wage) 10.09 0.110 9.53 10.45
Other variables
Directly Standardized Mortality 723.43 77.13 518.73 944.21
rate in local area (per 100,000)
Teaching trust 0.111 0.341 0 1
Proportion of emergency 0.411 0.082 0.224 0.808
admissions (to total admissions)
Proportion of transfer admissions0.160 0.066 0 0.448
(to total admissions)
Proportion of AMI admissions  0.162 0.075 0 0.667
with complications (HRG E11)
HRG case mix index; 892 obs 93.98 9.08 75.49 175.89
MRSA rate; 216 obs 0.169 0.088 0.02 0.55

Notes: Acute hospitals in 211 English NHS (regression darmped in Tables 2-4). Unless otherwise
noted, data are for 901 observations between 188&@01. Other case mix variables are admissions
within 5 year age-gender bands for emergency Algé (B5+) and for total admissions. Staffing

variables refer to whole time equivalent clinicfing.
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Table 2: Hospital quality and the outside wage

Dependent variable Ln(AMI Death Rate) Ln(AMI De#hte) Ln(AMI Death Rate)
Estimation technique OoLS 3 year annual Long Differs GMM-SYS
1) 2) 3)
Ln (Area outside wage) 0.407** 0.766** 0.460***
(0.176) (0.386) (0.175)
Physicians share -0.856** -0.654 -2.629**
(0.414) (0.616) (1.258)
Qualified Nurses share -0.480 -0.288 -1.416
(0.306) (0.467) (0.959)
(omitted base is health care assistants)
Hospital fixed effects No No Yes
Casemix controls (14) Yes Yes Yes
Year dummies (6) Yes Yes Yes
Region dummies (10) Yes No Yes
SC(1) p-value 0.000
SC(2) p-value 0.142
Hansen-Sargan p-value 0.923
No of Hospitals 210 133 210
Observations 901 345 901

Notes: * significant at 10%; ** significant at 5%; *** ginificant at 1%

Quality is measured by the within hospital deatithiw 30 days of emergency admission for acute raydial infarction (AMI) for over 55 year olds adieitl to the
hospital. Casemix controls are the proportion tdltemergency admissions for AMI made up by eagk&-age-gender band from age 55 upwards. All ssgres control
for area mortality rates, (lagged) employment apspital type (i.e. whether the acute hospital wagezialist hospital, teaching hospital or “normtadspital). Long-
differences are three- year annual average graatdisr In the System-GMM estimates, one-step rasighates are presented equations are levelsro¥alues t-2
through t-5; instruments in the levels equatiorsarce lagged differences. SC(K) is Arellano-Bat@b(l) test of serial correlation. Physician shawese share and total
employment are treated as endogenous (the outsige w lagged and treated as exogenous). We adbeitagged predicted inside wage as an instrurtretite GMM
specification instruments in the differenced ofemkiof the first differenced residuals. Sargan-Harisentest of all the over-identifying restrictiori$me period is 1996-
2001. Standard errors in parentheses under cagftcare robust to arbitrary heteroskedacity atgcaurelation.
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Table 3: Productivity in hospitals and the outsidevage

Dependent variable Ln(Productivity) Ln(Productiyity Ln(Productivity)
Estimation technique OoLS 3 year annual Long Diffiees GMM-SYS
1) 2) 3)
Ln (Area outside wage) -0.658*** 0.252 -0.551***
(0.198) (0.279) (0.181)
Physicians share 3.837*** 0.248 3.909***
(0.484) (0.411) (0.898)
Nurses share 0.386 0.006 1.736%**
(0.278) (0.216) (0.627)
(omitted base is health care assistants)
Hospital fixed effects No No Yes
Casemix controls (39) Yes Yes Yes
Year dummies (6) Yes Yes Yes
Region dummies (10) Yes No Yes
SC(1) p-value 0.004
SC(2) p-value 0.462
Hansen-Sargan p-value 0.042
No of Hospitals 210 133 210
Observations 901 345 901

Notes: *significant at 10%; ** significant at 5%; *** sigificant at 1%. Productivity measured as the nunabétinished Consultant Episodes (FCESs) per whiohe-t
equivalent (WTE) employee; casemix controls argprtion of admissions in five year age-gender caflid the proportions of admissions that are (atigks (b)
emergency or (c) transfers. All regressions coritlobrea mortality rates, (lagged) employment size hospital type (i.e. whether the acute hospital a specialist
hospital, teaching hospital or “normal” acute hteljpi Long-differences are three-year annual avegrgwth rates. In the System-GMM estimates, depiobust
estimates are presented. Physician share, nurse & total employment are treated as endogetivai®(tside wage is lagged and treated as exogeeasalso use the
lagged predicted inside wage as an instrumenhdr@MM specification instruments in the differenegpiations are levels of own values t-2 throughit&ruments in the
levels equations are once lagged differencesk)S€Arellano-Bond (1991) test of serial correlatiof orderk of the first differenced residuals. Sargan-Harisentest of
the over-identifying restrictions. Standard erriorparentheses under coefficients are robust tiorar heteroskedacity and autocorrelation.
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Table 4: Controlling for the inside wage

Dependent Ln(AMI Death Ln(AMI Death Ln(AMI Death Ln(Productivity) Ln(Productivity) Ln(Productivity)
variable Rate) Rate) Rate)
Estimation oLS Long Differences GMM-SYS oLS Long Differences MM-SYS
technique
1) (2) (3) (4) (5) (6)
Ln (Area outside 0.406** 0.765** 0.431** -0.659*** 0.244 -0.547***
wage) (0.171) (0.384) (0.172) (0.195) (0.282) (0.172)
Average inside -0.286** -0.126 -0.334** 0.071 0.097 0.241**
wage (0.122) (0.161) (0.168) (0.150) (0.128) (0.125)
Physicians share -0.498 -0.544 -1.787 3.750** 0.201 4.130***
(0.443) (0.641) (1.236) (0.533) (0.394) (0.930)
Nurses share -0.313 -0.253 -0.910 0.347 0.004 1.680***
(0.299) (0.471) (0.822) (0.270) (0.212) (0.607)
SC(1) p-value 0.000 0.002
SC(2) p-value 0.162 0.436
Hansen- p-value 0.795 0.081
Hospital fixed No No Yes No No Yes
effects
Casemix controls  Yes Yes Yes Yes Yes Yes
Year dummies (6) Yes Yes Yes Yes Yes Yes
Region dummies Yes No Yes Yes No Yes
(10)
Hospitals 211 211 211 211 211 211
Obs 901 901 901 901 901 901

Notes: *significant at 10%; ** significant at 5%; *** sigficant at 1%. Quality is measured by the within it deaths within 30 days of emergency admis§ion
acute myocardial infarction (AMI) for over 55 yealds admitted with AMI to the hospital. Productvimeasured as the number of Finished ConsultardoBps
(FCESs) per whole-time equivalent (WTE) employeeseraix controls are the same as in Table 2 (for Adgressions) and Table 3 (for productivity). Algressions
control for area mortality rates, (lagged) emplopingize and hospital type (i.e. whether the acospital was a specialist hospital, teaching hobkpitdnormal” acute
hospital). System-GMM estimates with one-step rolastimates are presented. Physician share, nhese,semployment size and lagged inside wage (&xoep
columns (3) and (6) where we exclude this variabled treated as endogenous. Outside wage is lagugdreated as exogenous. Instruments in the eliféed
equations are levels of own values t-2 throughiti§truments in the levels equations are once hglifferences. We also use the lagged predictadddnsage as an
instrument. S is Arellano-Bond (1991) test of serial correlatiof orderk of the first differenced residuals. Sargan-Hansem test of the over-identifying
restrictions. Time period is 1996-2001.
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Table 5: The role of agency staff in accounting fothe impact of the labor market on hospital qualityand productivity

Dependent Ln(Agency) Ln(AMI) Ln(AMI) Ln(AMI) Ln Ln Ln
variable (productivity)  (productivity)  (productivity)
1) 2) 3) (4) (5) (6) (7)
Ln (Area 2.851** 0.314* 0.175 -0.805*** -0.729***
outside wage) (1.138) (0.170) (0.202) (0.182) (0.194)
Ln(Inside 0.077 -0.494*** -0.477*** 0.219 0.296**
wage) (1.045) (0.153) (0.161) (0.134) (0.141)
Ln(Agency) 0.057** 0.046* -0.106*** -0.057***
(0.026) (0.024) (0.027) (0.018)
SC(1) p-value  0.799 0.006 0.002 0.006 0.006 0.011 .0430
SC(2) p-value  0.130 0.983 0.485 0.921 0.355 0.488 9440
Hospital fixed Yes Yes Yes Yes Yes Yes Yes
effects
Year dummies Yes Yes Yes Yes Yes Yes Yes
(6)
Region Yes Yes Yes Yes Yes Yes Yes
dummies (10)
Hansen p-value 0.377 0.178 0.651 0.314 0.379 0.351 0.471
No. of hospitals 176 176 176 176 176 176 176
Observations 523 520 520 520 520 520 520

Notes: *significant at 10%; ** significant at 5%; *** sigficant at 1%. “Agency” Expenditure is the shardaifl staff expenditure that is accounted for byenditure

on non-NHS nursing staff. Productivity measuredthas number of Finished Consultant Episodes (FCEs)whole-time equivalent (WTE) employee. Quality is
measured by the within hospital deaths within 3@sdaf emergency admission for acute myocardialratian (AMI) for over 55 year olds admitted with ANDb the
hospital. Physician share, nurse share, employsieatagency (except in columns (3) and (5) whgemey is excluded) and inside wage (except in co8i(2) and (5)
where we exclude inside wages) are treated as endag. All columns are estimated by System GMMtiimsents in the differenced equations are levelsvarf
values t-2 through t-5; instruments in the levejaaions are once lagged differences). Columng(@niidentical specification to column (3) of Tabdland column (6)

is an identical specification to column (6) of Taudl except we estimate on the sub-sample wherebaereae agency staff expenditure. All standard erame robust to
arbitrary heteroskedacity and autocorrelation;hi@ $ystem-GMM estimates one step robust estimateprasented and all staff variables are treateehdsgenous
(outside wage is lagged and treated as exogen8Q4q) is Arellano-Bond (1991) test of serial correlatiof orderk of the first differenced residuals. Sample size is

larger in column (1) because we do not conditiofagiged agency as we do in other columns.
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Table 6: A Placebo experiment - productivity and otside wages in nursing homes for senior citizens

Dependent variable Ln(revenues/hour) Ln(revenuesjho Ln(revenues/hour) Ln(revenues/hour) Ln(outpouiiy
Estimation technique  OLS OLS OLS OLS OLS
1) 2) 3) (4) (5)
Ln (Area outside -0.005 0.098 -0.039 0.119 -0.060
wage) (0.191) (0.171) (0.152) (0.589) (0.203)
Ln(Inside wage) 0.169*** 0.182*** 0.170*** 0.165*** 0.052*
(0.051) (0.031) (0.045) (0.059) (0.029)
Ln (average hours) -0.460***
(0.057)
Nursing Home fixed No No No Yes No
effects?
Year dummies (2) Yes Yes Yes Yes Yes
Region dummies (10) Yes Yes Yes Yes Yes
Number of Nursing 649 649 513 443 649
Homes
Observations 1,054 1,054 513 886 1,054

Notes: *significant at 10%; ** significant at 5%; *** sigificant at 1%. Productivity measured in columnjst{ttough (4) by revenues divided by hours. Revenmeasured
by the number of occupied beds multiplied by avernagce per bed. Output is simply the number olupéed beds. Hours are total hours worked. All regjiens control for
proportion of qualified nurses, proportion of femadverage age of worker, a quintic in size ofrtlising home (measured by employees), the propooficesidents who

are paid for by the government, regional dummiabsysar dummies. Standard errors are clustered ksymguhome. Data is from UK nursing homes in 1988 4999 (see
Machin and Wilson, 2004), except for column (3) ethis on 1998 only.
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Table 7: Robustness tests - coefficient (standagiror) on outside wage

Dependent variable Ln(AMI) Ln(Productivity) Obsatons
1) (2) 3)
1 Baseline 0.460** -0.547*** 901
(0.175) (0.172)
2 Additional casemix controls 0.427*** -0.556*** 900 (for AMI)
(0.170) (0.153) 892 (for productivity)
3 Include hospital financial surplus 0.399** -0.516*** 745
(0.182) (0.184)
4 Include lagged dependent variable: long-run0.508*** -0.572%** 901
[p-value] [0.008] [0.020]
5 Drop Inner and Outer London 0.304** -0.383** 776
(0.156) (0.173)
6 Drop big jumps in outside wage 0.530** -0.622*** 885
(0.197) (0.167)
7 Balanced Panel 0.600*** -0.612*** 582
(0.207) (0.163)
8 Regional outside wage 0.609 -0.445 901
(1.022) (0.587)
9 Regional outside wage (drop regional 0.520*** -0.493** 901
dummies) (0.172) (0.169)
10 Include alternative total hospital employmen®.404** -0.540** 901
measure (0.160) (0.170)
11 Include higher order and cross product term8.541*** -0.637*** 901
in skill shares (0.200) (0.181)

Notes: *significant at 10%; ** significant at 5%; *** sigficant at 1%. Each cell reports the coefficient antust standard error from a separate system GMM
regression. Productivity measured as the numbEmighed Consultant Episodes (FCESs) per whole-gmgvalent (WTE) employee; Quality is measuredhsywithin
hospital deaths within 30 days of emergency adomsgir acute myocardial infarction (AMI) for oveb year olds admitted with AMI to the hospital. Adlgressions
have the same System GMM estimation and specifiesitas follows: column (1) equivalent to Table Buom (3); column (2) is equivalent to column (3)Tadble 3.
Outside wage is (lagged) area wage unless elsewheunified. See text for exact experiments.
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Figure 1: Hypothetical impact of requlated wage orthe labor market
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Notes: The theoretical impact of a nationally regulatedyevan NHS labor supply in two areas with
different outside labor markets. South (e.g. Londm®a) has a stronger outside labor market with
higher alternative wages than North, so the supptye lies to the left. A single nationally fixecage
(so long as it is below the competitive level) wibult in a lower number of employees in the South

than in the North.
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Figure 2: The role of private sector temporary ageay nurses
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Notes: This describes the possible reaction of hospitats mandated wage when there is also the
possibility of hiring temporary agency staff whagages are not restricted by the regulation mandated
to permanent staff. In the face of a regulated vaagka competitive market for agency nurses, the
agency wage will rise and employment will fradR=-VANENT g NTOTA-
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Fiqure 3: The distribution of death rates from AMI across hospitals, 1995-2002

all acute trusts
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Notes Data for full panel of acute hospital trusts. Tbp line shows the evolution of AMI death rates
at the 18 percentile (highest death rates) and the bottomtlie evolution of death rates at th& 90
percentile (lowest death rates).
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Figure 4: The distribution of productivity (Finished Consultant Episodes per

clinical staff member) across hospitals, 1995-2002

all acute trusts
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Notes:Data for the full sample of acute hospital truStse top line shows the evolution of
In(productivity) at the 98 percentile (highest productivity) and the botténeIthe evolution of
In(productivity) at the 18 percentile (lowest productivity).
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Figure 5: Distribution of outside wages, intensityof use of agency nurses and
AMI death rates in England

Highest outside wage High intensity of agency nurses

High AMI death rates

Low AMI death rates

Notes: Data are 1996-2001 averages. Outside pghg verage In wages of all female non-manual
workers (from New Earnings Survey). Intensity eéwf agency nurses is the proportion of employees
who are agency staff. AMI rates are within hospitedths within 30 days of emergency admission for
acute myocardial infarction for over 55 year oldsétted with AMI to the hospital.
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Figure 6: Nurse vacancy rates and outside wages
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Notes:Each observation is one of the ten regions in Erth{¢he average region has 4.9m people and
we have a 1% example of workers from the New EgmBurvey). Outside pay is the average In
wages of all female non-manual workers (from Newniays survey). Vacancy rates are the
proportion of nurse posts that have been vacarthfee months or more (Office of Manpower
Economics, 2003). 1996-2001 averages. The strhighis the prediction from a linear regression.
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Figure 7: Intensity of use of agency nurses and ositle wages

Intensity of using agency nurse —— predicted Agency rate
6 —
| L
4 - Outer Lo nerse
2 —
“North W
s
North Ea
O —
\ \ \ \
9.4 9.6 9.8 10

mean In(outside wage)

Notes:Each observation is one of the ten regions in Erl®utside pay is the average In wage of all
female non-manual workers. Intensity of use olhagenurses is the proportion of employees who are
agency staff. 1996-2001 averages. The straighiditiee prediction from a linear regression.
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Fiqure 8: AMI death rates and outside wages
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Notes:Each observation is one of the ten regions in Erhl®utside pay is the average In wage of all
female non-manual workers. AMI rates are withigital deaths within 30 days of emergency
admission for acute myocardial infarction for og&ryear olds admitted with AMI to the hospital.
1996-2001 averages. The curved line is the predistirom a regression of AMI death rates on the
level and square of the In(outside wage).
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Fiqure 9: Changes in AMI death rates and changes iautside wages
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Notes:Each observation is one of the ten regions in Erl®utside pay is the average In wage of all
female non-manual workers. AMI rates are withigital deaths within 30 days of emergency
admission for acute myocardial infarction for oBeryear olds admitted with AMI to the hospital. The
variables are the growth rates between 1996 andl. 20 straight line is the prediction from a linea

regression.
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Appendix A: Brief review of literature on the impact of skills in hospital production and the
responsiveness of medical labor supply to wages

Al. The impact of medical staff on hospital output

There is a growing literature on the importanceafses in hospital production, although less famus
the impact of physicians. Jensen and Morrissey@L&3one of the few papers that focus directly on
the impact of physicians on hospital productivihey find that increases in physicians increased
hospital output, but bless than increases in nurses (although by more thaticaleresidents). This is
surprising as physicians have longer in trainind therefore are likely to have higher human capital
However, since the period covered by the dataigstudy, the amount of training received by nurses
has risen and there has been considerable techealogange in hospital production.

Most of the literature on the impact of nurses atigmt outcomes is from the US (see Curtin, 2008, f

a recent review). Cross sectional studies domithegditerature and tend to find a significant effet
nurse labor on outcomes. Aiken et al. (2002) usirlgrge cross section of acute care Pennsylvanian
hospitals, examine the relationship between twosmes of patient care (deaths within 30 days of
admission and ‘failure to rescue’) and nurse sigffiatios (the average number of patients in ag'sirs
workload). They find an effect of nurse staffing both outcomes: the odds of patient mortality
increased by 7% for every additional patient in délverage nurse’s workload in the hospital. Aiken e
al. (2003) finds a positive relationship betweenaadion level and patient mortality Needleman et al
(2002) study over 5 million patient discharges fré@® hospitals in 11 states and use several measure
of patient outcomes and hours of nursing care pgr(ddjusted for the severity of the casemix). They
found a strong and consistent relationship betwleaurs of nurse staffing and five outcomes for
medical patients. These — and most - studies onntipact of nurses on quality of care use cross
sectional data, so are unable to control for unofesktheterogeneity between hospitals. It is nadrcée
priori how this may bias the results: hospitalshwiigh levels of staffing may be better hospitatls,
generating an upward bias. Alternatively, they rastyact sicker patients, so generating a downward
bias. Bartel et al (2007) do use panel data anthmethe relationship between job specific capifal
nursing staff and patient outcomes, arguing thiatsjoecific capital is likely to impact upon the Giya

of the care provided in hospital settings. Thealgsis focuses on registered nurses (RNs) in sinten
care units in 70 Veteran Association hospitals lketw2003 and 2006. They examine two measures of
patient outcomes and define three measures ofgebifc capital. They find one of these - tenure of
the RN in the hospital — is correlated with one suea of patient outcomes (infection rates) allowing
for unobserved features of the Intensive Care Wotwever, they are unable to control for experience
as well as tenure; thus tenure may be a markegdaeral nurse experience rather than unit specific
capital. Mark et al (2004) also uses panel datafimdd little evidence of a causal relationshipvesn
nurse staffing and hospital mortality.

A2. Isthe labor supply of nurses responsive to labor market conditions?

Antonazzo et al (2003) review empirical evidencaafsing labor supply. The estimates (mainly from
North American studies) display a large degree afation. Most of the studies are of hours, rather
than participation per se. Most studies point ghartage of nurses; a recent summary of trenttsein
US market is provided by Buerhaus et al (2004}hinUK, the hours margin is relatively inflexible a
there is little choice in the number of hours watkser week in the NHS. Skatun et al (2005) and
Frijters et al (2003) both use longitudinal datanirthe Quarterly Labor Force Survey (QLFS). Frgter
et al (2003) look at quitting decision and concltida wages have a small effect relative to nonaevag
factors. Skatun et al (2005) look at labor markatipipation (but not at occupational choice betwee
nursing and other in work options). Both these payi@d that the wage elasticity of participation i
below unity; the estimates in Frijters et al asléhan under 0.1.

On the other hand, Gosling and Van Reenen (2005)hes structure of pay determination for public
sector nurses to identify the impact of wages atigdpation in nursing. This approach deals wiib t
endogeneity of wages by using regulatory decisaman instrumental variable for the observed wage
in a (selection adjusted) participation equatioheyl also allow for the participation choice to urabé
working in another profession, rather than simmybe not-working. They find estimates of the
elasticity of wage on employment elasticities aigséd downwards in OLS and reasonably large in
their IV results, typically around unity. And reseh in another setting in which wages for nurges a
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set centrally — Norway — which uses panel data fatels nurses’ labor supply responds to wages (and
other factors): see Askildsen et al (2002) and Hali{2002).

Finally, Elliot et al (2007) uses a sample of Eslglhospitals for the years 1999-2002 and examirees t
association between the average (over the foursyemage gap between nurses pay and that of
comparable women at regional level and the nursexpancy rate at hospital level. They find that
higher levels of the wage gap are positively asdedi with higher vacancy rates. They do not exploit
the panel nature of their data, so do not to cbfdrcheterogeneity across hospitals.

Appendix B: Data Description

Data sources for all variables are contained ind a.

B1. Sample of hospitals

We use data from financial year 1995/6 onwardsrrigfg to “1995”, etc. as indicating the 1995/6
financial year. Trust data pre-1995/6 is only fopnde hospitals that had been given freestanding
financial status within the NHS prior to that datBy 1995/6 almost all hospitals had freestanding
status; before that date the finances (and so éipea data) for some were still recorded at Distri
Health Authority level. AMI episodes (from HES) wesubject to recoding (a change in ICD codes) in
1994/5. We use only acute trusts for the analysithare are very few non-acute trusts with over 150
AMI admissions in a year. The results are robushétusion of these non-acute trusts. Consequently
we do not have specialist or mental health trustthé data. We include dummy variables in all the
regressions to control for teaching hospitals.

Use of AMI death rates as a measure of low hospital quality

We use the “30-day” death rate for acute myocartfitdrction (AMI). This measures in-hospital
deaths within 30 days of emergency admission withyacardial infarction for patients aged 55 and
over. There are several issues in using this mea$he first is the variability in rates: deatlesamay

be quite variable over time hospital-by-hospitaflecting, in part, small denominators (hospitaksym
treat relatively few patients in any one year)This noise in the measures of death rates canttead
misclassification of the quality of hospitals (Me@an and Staiger, 1999). Propper et al (2007)
conclude that raw UK hospital level rates exhibitsiderably less variability than the raw US dat#,
not than the US rates which have been ‘filtered’etduce noise. To reduce misclassification baged o
small sample sizes, we omit all hospitals with l#emn 150 emergency AMI admissions in any one
year

The second issue is that we use the thirty-day itsé#f. The seven day rate was not available until
1999, but it is highly correlated with the thirtgyrate and results using this as the dependeiatiar
show similar patterns. We were also concerneddiate patients may die after thirty days and we are
missing these deaths. Examination of the distributf AMI deaths in hospitals from other sources,
however, shows that about half of deaths from Al within thefirst day of admission (see Table
A2 below). 98% of the deaths occur within the fitstty days. Consequently the thirty-day window is
more than adequate.

The third issue arises because our measure isethth dates within a hospital. Deaths occurringrafte
transfer to another provider are credited to thavidier where the patient was first admitted, whilst
deaths following discharge are omitted. This magsbihe results if hospitals have a motive to
discharge early. Such incentives would have beedll sta these death rates were not published until
1999 and hospitals not ranked by the Departmehieadth in terms of outcomes until 2001, when they
were ranked on a composite bundle of over twerticators. Finally, in richer areas hospitals it may
be possible that there are earlier discharges begaatients have more care available. This wouwld bi
our results against finding an effect of the owsichge on AMI in hospital deaths.

We lose 1995 because of the need to use laggedsvadisome regressions. Starting with 1,000 acute

hospital-year observations after cleaning, we B&@bservations because of the condition to hade 15
AMI admissions. We lose 10 observations becauskeoheed for continuous series.
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B2. Wages

(a) Inside Wage

Out main measure of the inside wage is the avehmyely clinical wage. This is constructed by
dividing the clinical wage bill by whole time eqaient hours. We also considered the wages of
individual groups of workers separately, but fouhese variables insignificant once we controlled fo
overall clinical wage.

(b) Reqgulation

To get an idea of the regulated pay structure densiurse pay scales &t April 1999. Clinical grades
range from A to | and correspond to spinal pointe 37 (see Table A3). For example, Clinical Grade
G, a “district nurse” corresponds to a grade betws@nal points 12 (£20,145 per annum) to spinal
point 9 (£23,300 per annum). There are allowanoesweightings”) for being in high cost areas. For
Inner London this was £2,205 plus 5% of salaryaip tnaximum of £750, for Outer London this was
1570 plus 5% of salary up to a maximum of £750 fandhe “fringe” (various areas in the South East)
this was £285 plus 2.5% of salary up to a maximdmi3¥5. For a senior nurse on £23,300 a year
working in the most expensive area of the UK, Inbendon, and the extra regional allowance would
be worth only 11% more salary (£2,205 + £750/ (B2#£750+£23,300)). Since this is capped, for a
more senior nurse on a higher salary the propatigalue is lower. By contrast, in 1999 in the NES
the annual non-manual wage in Inner London is al6&3 higher than that of the North East, the
lowest wage region.

In calculating the instrumental variable for insidgy measure we take into account the NHS grade
structure in a region in a year (using wage datenfthe NES). We then use the decisions of the NPRB
over the changes in the wage structure takingactmunt all the London weightings, etc (which may
differ by grade) to form the predicted wage in tiext period (specific to each region).

(c) Outside Wage

We use several measures of outside wages. Our maasure is the average wages of non-manual
female workers since the overwhelming bulk of nsr@ee women. Our main measure is derived from
the New Earnings Survey (NES) that is a one pet sample of all employees in Great Britain
covering about 300,000 individuals a year. The NESandatory administrative panel data provided
by firms to the Department of Work and Pensions @nttains information on earnings and hours. Our
main measure is average annual earnings, but wecalssider hourly wages. We use the area code in
the NES to construct seventy-eight distinct courdged travel to work areas (or boroughs in London).
Using the postcodes of the headquarters of cowary porough) councils, we matched each NHS
hospital to all county (borough) councils that feithin a twenty-kilometer radius from the hospital
The local area wage is constructed as the averfathee @ounty wages of all the councils that fetbin
this radius. Where no councils fell within the twehkilometer radius the wage applicable to the estar
council was used.

As an alternative to the NES we also consideredLti®or Force Survey (LFS). The LFS is a self-
reported household survey containing about 320i0@®iduals per year (with 80,000 observations on
wages). From the LFS we can extract spatial wafferedntials conditioning on more characteristics to
build up the outside wage offered to a “typical’rsei We experimented with such measures that
successfully predict labor supply problems in thess section (e.g. Elliot et al, 2007). The smaller
sample size and sampling variation, however, mésatssuch constructed variables are less usefal in
panel data analysis. So for the most part, we salyhe larger sample sizes of the NES that has less
measurement error as it is taken directly from ey records. We also experimented with using
measures of unemployment rates and employment eseslternative indicators of labor market
“tightness”. We did not find that these added emptary power over and above the information in the
wage, which in principle should fully reflect labararket conditions.

B3. Health Episode Satistics (HES) Data

HES data are used for the AMI, productivity andecasx variables. HES are discharged based records
of all inpatient activity delivered in NHS hosp#alThe main unit of recording is the Finished
Consultant Episode (a period of admitted patiente cander a consultant or allied healthcare
professional within an NHS trust). This is not ajwahe same as a single stay (spell) in hospital,
because a patient may be transferred from one ttansto another during their stay. In these cases,
there will be two or more episode records for thellsof treatment. Diagnoses are currently coded
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according to the International Classification ofs@ases, 10th Revision (ICD-10) and surgical

procedures (operations) according to the Officeapulation, Censuses and Surveys: Classification of
Surgical Operations and Procedures, fourth Revi€@PCS-4.2). HES records includes further codes
— for example, age of the patight

B4. Case-mix adjustment of FCEs

For the robustness tests in Table 7 we calculaxtih €asemix controls. To estimate the casemix
adjustment for a hospital, all inpatient spells allecated to a Healthcare Resource Group (HRG)
category. An HRG is a code for a group of clinigadlmilar treatments and care that require similar
levels of healthcare resources. They are simildiggnostic Related Groups or DRGs in the US. An
example of an HRG is renal dialysis, separated lia@modialysis and peritoneal dialysis. HRG codes
are derived from ICD-10 and the OPCS 4.2 codesB8 kecords.

For additional AMI casemix we constructed "AMI wittomplications" from the proportion of
emergency patients 55 years or older admitted WRG codes E11 (AMI with complications) and
E12 (AMI without complications).

For the productivity casemix we begin with a weiggpiresenting the expected cost (the referencg cost
is attached to each HRG to derive the scalar casenaex for all spells treated over a year forleac
hospital. The national average case weight iscsegual 100: case mix indices above 100 represent
hospitals that have treated a more complex tharageemix of cases. The index used here based on
reference costs from 1998/99 onwards (when referensts were first available). Prior to that, tbetc
weights prior are based on expected costs. Becagisge concerned about the precise consistency of
this variable before and after 1998, we use it @dya robustness check rather than include it in ou
main specifications.

B5. Nursing Homes Data

The nursing (or “care”) homes data is discussethéntext and in more detail in Machin and Wilson
(2004). Homes were surveyed in 1997 and 1998 (fiseaso data in 1992 and 1993, but this does not
contain the information needed to construct revendée observe individual worker data so we can
construct various measures of the internal wagetsire of the firm. Information was also collectad
average price (a quality measure), the proportibmesidents who are government subsidised and
various demographic characteristics of workersil(tipealifications, age, gender, etc.).

Total revenue and profits are not reported direictlshe care homes data. We calculated them fram th
underlying home-specific components. Sales (Shalsutated as Occupancy Proportion* Number of
Beds * Average Price (all reported in the survéyerage weekly hours are reported in the survey and
our key measure is therefore revenues per houralééeconsider the physical measure of productivity
as output per hour ((Occupancy Proportion* NumbgrBeds)/(hours*workers)). We matched in
outside wages using zip codes using exactly theestata and methods as for hospitals.

B6. UK Firm-level panel data

All incorporated UK firms, both private and publiare obliged to lodge accounts at Companies’
House. Bureau Van Dijk (BVD), a private companypgies this accounting data through its
AMADEUS database. We appended the Amadeus DVDs 886 to 2006 to generate longitudinal
data on living and dead firms from 1988 onwardsonfrthis we selected all firms in two digit
industries 53 through 60, 71 through 79 and 81.rélvieregressions at the three digit industry levés.
chose these because (a) they were service sectam®re comparable with the health sector and (b)
they are mainly sectors where there are a relstiaege proportion of women workers (like hospifals

We selected firms who were alive at some point betw1996 and 2001, who had non-missing
information for at least one year on employmentyeg sales and capital. We also insisted in haatng
least 100 observations in each three digit industtg matched in outside wages using zip codes using
exactly the same data and methods as for hospitidsare left with 63,052 firm-year observations in
the overall dataset that we run regressions on.

The full set of results from the industry-speciégressions is contained in Table A4.

%5 http://www.hesonline.nhs.uk/Ease/servlet/Conter&@sitelD=1937&categorylD=537 (accessed 4
July 2006).
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Appendix C. Calculation of estimates of costs of life year saved

Estimates of the cost per life year saved by irgirganurses’ wages (by increasing the inside wage)
and increasing the shares of skilled labor areksas.

We use the GMM estimates of Table 2 (column 3) &@able 4 (column 3), mean AMI death rates
(mean death rate = 21%, mean AMI admissions = 388) staff numbers (total staff = 1700, mean
nurses = 1006) from our data, and mean wages ®88°19

The reduction in fatalities and the costs are:

e A 10% increase in inside wages decreases deatthyaB71%. New death rate = 20.23%.
Decrease in deaths = (385*0.0077) = 3. Cost = (#BF10%*£15,000) = £1.5m.

e A one-percentage point increase in the share agesureduces AMI death rate by 1.4%. Death
rate fall = (21%*0.014) = 0.294%. Decrease in deatt{385*0.00294) = 1. A one-percentage
point increase in nurses (relative to unskilled)/= Cost = 17*£(15,000-£10,000) = £85,000.

« A one-percentage point increase in share of ptaysicreduces AMI deaths rates by 2.6%.
Decrease in deaths = 2. Cost = 17* £(50,000-10631§80,000.

To derive an estimate of the cost per life yeaedawe translate one fatality reduction into lifeasse
gained. The modal admission in our data is a mgdel #0-74. Life expectancy in 2000 for this age-
gender group ages was 1%,1so each fatality reduction = 11 saved life yeavgith this assumption
the ball park cost of one patient year gained from:

« increasing inside nurse wages = £45,000

e increasing physician share = £31,000

e increasing nurse share = £8,000.

These can be compared with US estimates of thepewdife year of technological innovation. Cutler
and McClellan (2001) estimated the cost of a orer ycrease in life expectancy after a heart attack
was around $10,000 between 1984 and 1998, whictiddezich and McClellan (2001) attribute to the
use of low cost treatments such as aspirin, betekbls, and thrombolytics. Skinner et al (2006)
derive a cost per life year saved of just under0$3Q0 for the period since 1996. Note our bacthef
envelope estimates are a lower bound as they incatg only the impact of preventing AMI fatalities
and do not include any effect on productivity ané tise of expensive agency staff.

% Staff numbers from Table 1. Wages: £15,000 p.aafgualified nurse, £10,000 for a health assistant
and £50,000 for a physician
(http://www.dh.gov.uk/en/Publicationsandstatisfressreleases/DH_4002451).

" Government Actuary calculations for England fo®832001
http://www.gad.gov.uk/Life_Tables/docs/whltengm.xls
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Table Al: Data sources

Source of Data Years

AMI deaths and admissions Hospital Episode Statistics (HES) 1995-2002
rates

Finished Consultant EpisodesHES 1995-2002
(FCEs)
AMI case mix HES; HRG codes E11 (AMIw/ 1996-2002

complications) and E12 (AMI w/o
complications)

FCE case mix HES; index based on HRGs and1995-2001
national reference costs

Whole time equivalents of Department of Health Medical =~ 1995-2002

clinical staff (Physicians, Workforce Census

Qualified Nurses Unqualified

Nurses; Qualified AHPS;

Unqualified AHPs; Health

Care Assistants)

Expenditure on agency nursesTrust financial returns (from Dept 1995-2002

(and all other clinical staff Health)

groups)
Nurse vacancy rates Office of Manpower Economics 9612001
Local authority directly Office of National Statistics 1995-2004

standardized all cause
mortality rates and AMI rates

Outside wage data (regional New Earnings Survey 1995-2001
and area wages)
MRSA rates Health Protection Agency 2001-2002

Communicable Disease
Surveillance Centre

Ambulance times Department of Health, Health Car898-2002
Statistics

Trust retained surplus and  Trust financial returns TACO1 1997-2002

deficits (from Department of Health)

NPRB IV wage Gosling and Van Reenen (2005) 1984-2001

predicted regional wage based on
National Pay Review Body
recommendation.

Notes:Both NES and\NHS years are financial years commencing in Adrgéach calendar year. ONS
data are for calendar years.
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Table A2: AMI admissions and in-hospital death rates in 19988, over 55s only

Primary diagnosis
Time until death  Frequency Percent of total

Primary or secondary diagnosis
Frequency Percent of total

0 days 3,220 26 3,647 25
1 day 2,780 22 3,213 22
2 days 1,424 11 1,683 11
3to 5 days 2,111 17 2,511 17
6 to 10 days 1,456 12 1,811 12
11 to 20 days 914 7 1,197 8
21 to 30 days 251 2 336 2
More than 30 days 276 2 362 2
Total known 12,432 100 14,760 100
Unknown 1 1

Total 12,433 14,761

Source: Authors calculations from HES data.
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Table A3: Example of nursing pay bands, % April 1999

(a) Basic Pay Scales

Clinical Grade Description, example Minimum £pa Spine points
A Nursing Auxiliary £7,955(<18) 3to9
£8,705 (18+)
B Nursing Auxiliary £10,310 81012
working without
supervision
C Enrolled nurse £11,735 12to 17
D Staff nurse without £14,400 18to 21
further qualifications
E Staff nurse with £15,395 20to 24
gualifications
F Ward sister £17,075 23 to 28
G Ward sister with £20,145 27to0 31
additional ward
experience, district nurse,
health visitor, community
midwife
H Senior nurse with £22,505 30to 34
responsibility for
management of more than
one ward
I Senior nurse with £24,920 33to 37
management
responsibility and
teaching qualifications
(b) Local Allowances
Clinical Grade Inner London Outer London Fringe

Aand B £1850 + 5% of salary up£1570 + 5% of salary £285 + 2.5%
to a maximum of £750 up to a maximum of of salary up to
£750 a maximum of
£375
C and above £2205 + 5% of salary up£1570 + 5% of salary £285 + 2.5%
to a maximum of £750 up to a maximum of of salary up to
£750 a maximum of
£375

Source:Income Data Services (200Bay in the Public Services: Review of 1999, prospects for 2000.
One UK £ is approximately two USS.
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Table A4: Productivity Regressions for service indatries, 1996-2001, coefficient (standard error) oarea outside wage

Dependent variable: Ln(Sales per worker)

Industry Name US SIC Code (1987) OLS 3 year annudlong GMM-SYS Number of Firms
Differences

1) (2) 3) (4)

Department Stores 531 0.021 -0.038 -0.253 501
(0.042) (0.623) (0.434)

Grocery Stores 541 -0.587 -0.004 0.375 219
(0.936) (1.730) (2.307)

Meat and Fish 542 -1.022 -7.916%** -0.379 71

Markets (1.032) (1.546) (1.148)

Confectionery Stores 544 2.257 5.975 -0.927 48
(3.832) (5.717) (1.207)

Miscellaneous Food 549 -0.663 -1.356 -0.397 58

Stores (2.170) (4.595) (1.272)

Gasoline Service 554 1.458 3.472 1.052 179

Stations (2.118) (1.991) (1.806)

Motorcycle Dealers 557 -5.733** 1.639*** -1.684* 32
(2.574) (0.415) (2.017)

Family Clothing 565 0.458 -0.649 0.147 490

Stores (0.442) (1.261) (0.400)

Shoe Stores 566 -3.133*** 0.758 -1.801** 122
(1.189) (4.093) (0.794)

Home furnishing 571 1.650*** 0.484 0.899 275

Stores (0.629) (1.021) (0.609)

Household Appliance 572 1.576* 0.050 1.681** 224

Stores (0.811) (1.578) (0.730)
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Eating and Drinking
Places

Drug Stores and
Proprietary Stores
Liguor Stores

Used Merchandise
Stores
Jewelry Stores

Catalog, Mail-Order
Houses and direct
selling outlets
Miscellaneous Retail
Stores

Hotels and Motels

Rooming and
Boarding Houses
Sporting,
Recreational Camps

581

591

592

593

594

596

599

701

702

703

Laundry and Garment721

Services

Photographic Studios, 722

Portrait
Beauty Shops

723

Funeral Services and 726

Crematories
Miscellaneous

729

0.817**
(0.377)
0.273
(0.577)
1.619
(1.873)
0.664
(1.121)
-0.020
(0.909)
0.423
(1.006)

0.589
(0.585)
0.548%*
(0.268)
-1.009
(0.879)
1.373%
(0.596)
0.228
(0.267)
-0.994
(0.754)
-2.053**
(0.826)
1.390*
(0.779)
1.283

0.368
(0.742)
-1.725
(1.870)
-0.964
(2.297)
-2.359
(9.258)
-1.437
(1.987)
3.484
(2.307)

1.107
(1.110)
1.393%
(0.437)
-5.308
(4.305)
-0.276
(0.670)
-0.543
(0.542)
-2.153
(2.436)
3.315
(10.585)
0.555
(2.225)

-3.885***
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0.152
(0.351)
0.044
(0.609)
0.433
(1.321)
0.502
(1.163)
0.396
(0.955)
0.186
(1.013)

0.382
(0.424)
0.184
(0.225)
-0.444
(0.921)
0.642
(0.501)
0.057
(0.222)
-0.330
(1.099)
-1.081
(0.901)
1.520
(0.883)
0.493

1546

223

71

146

155

246

711

1098

102

88

3577

138

126

166
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Personal Services,
Advertising 731

Building Cleaning 734

Industrial Rental 735
Employment 736
Agencies

Computer services 737
Misc. Business 738

Services (security,
news, photofinishing

etc.)
Car Rental 751
Auto repair shops 753

Non-auto repair shops 769

Movie production 781
services

Movie distribution 782
services

Dance Studios 791

Theatrical Producers 792
and Services (Except
Movies)

(1.159)
-1.004*
(0.526)
0.522
(0.495)
-0.370
(0.483)
-0.005
(0.561)
0.277
(0.191)
0.396*
(0.220)

0.827
(1.217)
-0.161
(0.618)
3.696
(2.965)
-1.824*
(0.953)
-7.044
(5.509)
0.716
(0.950)
-0.168
(1.149)

(1.013)
0.283
(0.944)
1.797
(1.231)
0.558
(0.960)
0.289
(1.032)
0.304
(0.433)
-0.195
(0.544)

1.156
(1.262)
0.954
(0.796)
-5.646
(6.739)
10.427
(10.102)
-26.706
(16.205)
-4 476%*
(1.520)
5.480%
(2.168)
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(1.046)
-0.218
(0.637)
0.815
(0.371)
-0.091
(0.437)
-0.474
(0.503)
0.119
(0.180)
0.438**
(0.199)

0.892
(1.190)
0.056
(0.493)
-3.751
(2.452)
2.343*
(0.994)
-2.057
(2.816)
0.434
(0.685)
1.493
(1.418)

809

215

441

371

6151

7117

180

492

58

139

67

709

216



Professional Sports 794 1.053** 0.363 0.817* 700

Clubs, racing and (0.419) (0.537) (0.385)

Promoters

Gyms and other 799 1.051 -0.562 0.495 528

sports recreation (0.804) (0.891) (0.652)

Legal Services 811 -0.095 2.314 0.676 100
(1.101) (3.856) (0.924)

Notes: These specifications are analogous to those ifeTallhe coefficient (standard error) is that loa in(outside wage) variable which is identicalhat of Table 3
(and elsewhere). We use company level panel daa ffK part of AMADEUS data (all firms in UK economwith non-missing data on variables) between 19852001.
We selected three digit industries in two digitesdrom US SIC (1987) 53 through 60 and 71 thra®@Qkthe main service industries in the private @eahere women
work). Only regressions with at least 100 obseovetiwere included (which is why some three-digit@es where not used). Controls include In(inside®),
In(capital/labor ratio), In(employees), 10 regiodammies and time dummies. Column (1) estimate@®b$. Long-differences are three- year annual awegagwth rates
in column (2). In the System-GMM estimates ofuroh (3), one-step robust estimates are presentggital; employment and inside wages are treateshdsgenous (the
outside wage is lagged and treated as exogentuff)e GMM specification instruments in the diffeced equations are levels of own values t-2 thrdtghinstruments in
the levels equations are once lagged differendasd&rd errors in parentheses under coefficiemstsadoust to arbitrary heteroskedacity and autotatios.
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