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2. Overview of Stat-JR software package:
— past & current developments

3. Bringing the two together: developing Stat-JR
tools & content via the eBook project
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(If applicable) results outputted as dataset to be fed back in...
Stat-JR
prompts user Stat-JR writes
i Function
Template forinput commands, etc., performed Results of
& % to perform function i
reque§ted produced
—> Dataset function ; ‘
, (Ifappllcable) .................................... .
external Results 15
I Ty AR coftware - Model: :
i#flt Ehe model wslag opened run ! DIC: 9766.506 i
: 1 myModel <- glm(formula,{ ; : ! ! Hop ] i
i ! Select Open Worksheet | : then closed ;i Parameters: i
. =#pr1nt summary of __’9_@_@. _______ i . : ! . Betal: 0.594 .-
i i Select datafl!e.dta with results L oca PO
Select Equatl—t—a—r_lf__f_[?_[[‘__'f. returned to i Results Charts
T E Stat-JR. E.g...
Scripts Macros Equations Point & click : tables.‘ N
; InStI’UCtIOI’IS ; SPSS MLWiN
normexam; ~ N(u;,o”)
b, = Bpcons; . R BUGS
B, x 1 :
: Po & Stata
7~ I'(0.001,0.001)
; 2 = 1f."IT __________________
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© Response:

© Explanatory variables:

schoo
student
NOrMmeExan
cons
standirt
qirl
schgend
avsirt
schav
vrband "

© Current input string: {3

© Command: RunStatJR(template='Regression’, dataset="tutorial', invars = {}, estoptions = {})



Template - Regression1

© Response:

© Explanatory variables:

schoo
student
NOrMmeExan
cons
standirt
qirl
schgend
avsirt
schav
vrband "

© Current input string: {3

© Command: RunStatJR(template='Regression’, dataset="tutorial', invars = {}, estoptions = {})



Change template

1-Level 2-Level 3-Level Alternative MCMC methods alML Averages
Binomial CAR Categorical predictors Causal Censored Changepoint
Cluster analysis Complementary log-log Complex level 1 ConvergingC
Correlated classifications Correlation CustomC  Data manipulation Diagnostics
eStat Factor analysis GenStat_model gretl_model Informative priors
Interactions JAGS Logit MATLAB script MDS Measurement error
Minitab_model Missing data MIXREGLS  Mixture  MLwiN:point & click
MLwiN_IGLS MLwiN_MCMC Muwin_script Model muttiple imputation
Multiple membership  Multivariate response Negative binomial N-Level
Normal octave script OpenBUGS  Ordered multinomial
Orthogonal parameterisation PCA Plots Poisson Population ecology
Predictions Probit PyScript Python_PyMC Python_script auiz
R:comments R_CARBayes R_gim R_INLA R_lmed R_MASS R_MCMCglimm
R _MCMCpack R _mgcy R _RStan R script R scriptMCMC  Random slopes
Recapture Record linkage Reference category ROC SABRE SAS_model
Saving and Loading Selection Simulation Spatial SPSS5 _model SPSS_script
Standard deviation Stata_model Stata_script Summary stats  Superiix
Survey T Unordered multinomial VPC WinBUGS [reset]

1&2LevelMod = ¥LEName:
1LevelBlock

1LevelBlockoe Description:
1LevelCatRel

1LevelComplex

1LevelFactorAnalysis

1Levellinteractions

1LevelMod

1LevelModAML

1LevelModcc
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Template

Dataset




g2t *Lntitled] [DataSet0] - PASW Statistics Data Editor

File  Edit “iew Data Tranzform  Analyze  Graphz  Ulties  Add-ons Window:  Help

= = B - i Reports 3 n 1 B a == Al C@ ‘
5 ﬁ H E';d 9 Descriptive Statistics b ﬁ ﬁ = 52}’ o %
| | e , |\-"isible: 4 of 4 Variskles
Measure_1 Suhje Compare Means b war war war war war war war war
1 26.00 General Linear Model » -
25.00 Genetslized Linear Models
34.00 hixed Mocels 3 LiFEer. .
B3.00 Correlate b -
6200 ,
| 8 | W Loginee >
300 Chssity ,
51.00 Dimenzion Reduction 3
[ 3 | = ,
54.00 Monparametric Tests b
2.00 Farecasting 3
34.00 Survival 3
35.00 hutiple Response 3
4.00 B2 Missing value Analysis...
24.00 hutiple Imputation 3
55.00 Complex Samples b
12.00 Cuality Cortrol 3
24.00 ROC Curve...
23.00 S - S—
12.00 7.00 2.00 23.30 L
4 - [H]
Data View W

|Linear... PASW Statistics Processor is ready | | | | |

@3 Microsoft Office P, .. &' Inbox - Mozilla Thund. .. sd8 *Lntitled1 [Datasetn. ..
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::f "Untitled1 [DataSet0] - PASW Statistics Data Editor

File  Edit “iew Data Tranzform  Analyze  Graphz  Ulties  Add-ons Window:  Help

SHe M-~ B R HY¥ B
| —

HEEH

D W %

|\-"isible: 4 of 4 Variables

t2f Linean Mixed Models: Specify Subjects and Repeated
Measure 1 Subje war war var war war
1 26.00 Click Cartinue for madels with uncarrelsted terms. -
25.00 Specify Subject vatiskle for models with correlated random effects.
34.00 Specify both Repested and Subject vatisbles for models swith correlsted
£9.00 residuals within the random effects.
B2.00 Subjects:
| 8] 45.00 & Measure_t |
S | 2
R 53.00
34.00
36.00 E
24.00
a5.00 Repested Covariance Type: | Disgonsl -
17 12.00 ,
o4 00 | Caortinue I Reset Cancel Helﬁ
23.00 7.00 1.00 B5.40
12.00 7.00 2.00 23.30 L
1 [V
==

| PASW Statistics Processor is ready | | | | |
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© Response:

© Explanatory variables:

schoo
student
NOrMmeExan
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qirl
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© Current input string: {3
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NOorMmeXam

© Explanatory variables:

schoo
student
NOrMmeExan
cons
standirt
qirl
schgend
avsirt
schav
vrband "

© Current input string: {3

© Command: RunStatJR(template='Regression2', dataset="tutorial', invars = {}, estoptions = {})



© Response:

NOorMmeXam IEI

© Explanatory variables:

Aka X Predictor variables

ndependent vanab

gt

@ Current input string: {
Set

© Command: RunStatJR(template='Regression2', dataset="tutorial', invars = {}, estoptions = {})



© Response:

NOrMEexXam remove

© Explanatory variables:

cons, standit remove

Choose estimation engine:

eStat
WinBUGS
OpenBUGS
MLwiN_MCMC
MLwiN_IGLS

E_MCMCgimm
IM;_

Stata_model

Python_PyMC

© Command: RunStatJR(template='Regression2', dataset="tutorial', invars = {'y" 'normexam’, 'x'": ‘cons,standirt'},
estoptions = {})




Choose estimation engine:

‘R_glm v

7]

@ Current input string: {'y"- 'normexam', 'x"- 'cons,standirt’}

© Command: RunStatJR(template='Regression2', dataset="tutorial', invars = {'y" 'normexam’, 'x'": ‘cons,standirt'},
estoptions = {})



Choose estimation engine:

‘R_glm v

@ Current input string: {'y"- 'normexam', 'x"- 'cons,standirt’}

© Command: RunStatJR(template='Regression2', dataset="tutorial', invars = {'y" 'normexam’, 'x'": ‘cons,standirt'},
estoptions = {})



© Response:

NOMMmexam remove

© Explanatory variables:

cons,standirt remove

Choose estimation engine:

R_glm remove

© Current input string: {'y': 'normexam', 'x' 'cons, standirt’, 'Engine': 'R_glm'}

© Command: RunStatIR(template="Regression2', dataset="tutorial', invars = 'y" 'normexam’, 'x': 'cons standirt'},
estoptions = {'Engine': 'R_gim'})

datafile.dta =] = Popout

Norm exam cons standlrt
1 0.261324 1 0.61905%9 i
2 0.134067 1 0.205802 l—

3 -1.72388 1 -1.36458
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| [datafiie dia [v] | Popout

=l

o= - T I o= | Y . O[S Sy Y I

normexam

0.261324
0.134067
-1.72388
0.967580
0.544341
1.7349
1.03961

-0.129083%
-0.839378

-1.219489
2.40369
0.610729
-1.83669

-0.129085

2.20312
1.24053

1.7348
1.31014

-0.623051

1.03961
-1.02907
-1.219489

0.328072

-0.4927381

1.890034

cons

standlrt

0.619059( =
0.203802 E
-1.36458
0.203802
0371105
2.18944
-1.11662
-1.03397
-0.538061
-1.44723
2.43739
2.10679
0.0404099
1.19762
2.52004
1.11487
1.03232
0.784362
-1.11662
-1.19927
-0.372758
-1.36458
-0.851318
-2.353639

00421524



| [datafiie dia [v] | Popout

s script.R

equation tex

=l

o= - T I o= | Y . O[S Sy Y I
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‘script R iv| Popout

local({r <- getOption("repos"); r["CRAN"] <- "http://cran.r-project.org”; options(repos = r)})
FH s EREHEREHEREHESRERESR S

Mote that when Stat-JR interoperates with R, it sets the working

directory to wherever the user's temporary files are stored, i.e.

workdir = tempdir(). The data to be modelled, this script, and the

files exported from R, are all saved there.

A R

H OH K K W K

# test to see if foreign package is already installed, if not, then install it
if {!require(foreign}) {

install.packages("foreign™)

library(foreign)

# read *.dta file (Stata format) intc R data frame (requires foreign):
mydata<-read.dta("dataftile.dta™)

# print summary of the data

summary (mydata)

FH s EREHEREHEREHESRERESR S
Below we specify the model formula, formatted as y ~ x1 + %2 + ...
Since Stat-JR assumes users have included the intercept in their list
of explanatory wvariables, -1 removes the intercept which the glm
function otherwise adds by default.

EE A A

H OH K K W K

formula <- normexam ~ cons + standlrt - 1
# fit the model using the glm function, specifying the formula, data, and distribution (with identi
ty link) in its arguments

mtMode]l - glmiformula. data = mudata. familv = Fraussianiidentitvih
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Stat-JR

prompts user Stat-JR writes
Template for input commands, etc.,
to perform
+ & requested
Dataset function
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Stat-JR

prompts user Stat-JR writes
Template for input commands, etc.,
to perform
+ & requested
Dataset function

'

Scripts Macros Equations

normexam; ~ N(u;,o”)
p; = Bocons;
Gy x 1
7~ I'(0.001,0.001)

——
-
-
-
-
- -
- -
- -
—— -
—— —_—



Stat-JR

prompts user Stat-JR writes
Template for input commands, etc.,
to perform
+ & requested
Dataset function

“/3

Select Open Worksheet
b | Select datafile.dta :
i Select Equations from Fi :

————————

Scripts Macros Equations Point & click
instructions

normexam; ~ N(u;,o”)
[; = Bgcons;
Gy x 1
r ~ ['(0.001, 0.001)

-
-
-
-
-
-
-
-
‘‘‘‘‘‘
------------



Stat-JR

prompts user Stat-JR writes

Template for input

Dataset

to perform
+ requested

commands, etc.,

function

éﬁafit the model using
i myModel <- glm(formula
#print summary of the

Select Open Worksheet
! Select datafile.dta
i Select Equations from Fi :

————————

Scripts Macros Equations Point & click

instructions

normexam; ~ N(u;, o’
p; = Bycons;

Gy x 1
T ~ ['(0.001,

-
-
-
-
-
-
-
-
‘‘‘‘‘‘
----------

)

0.001)




© Response:

NOMEeXam remove

@ Current input string: {'y': 'normexam', 'x': 'cons standirt’, 'Engine': 'R_gim'}

© Command: RunStatIR(template="Regression2', dataset="tutorial', invars = 'y" 'normexam’, 'x': 'cons standirt'},
estoptions = {'Engine": 'R_gim'})

‘script.R §v| Popout

local({r <- getOption("repos™); r[“CRAN"] «<- “http://cran.r-project.org"; options(repos = r)})
BRI
# MNote that when Stat-JR interoperates with R, it sets the working

# dirertorvy tno wherewer the user's temnorarvy files are stored. 1.8.



© Response:

NOMEeXam remove

@ Current input string: {'y': 'normexam', 'x': 'cons standirt’, 'Engine': 'R_gim'}

© Command: RunStatIR(template="Regression2', dataset="tutorial', invars = 'y" 'normexam’, 'x': 'cons standirt'},
estoptions = {'Engine": 'R_gim'})

‘script.R §v| Popout

local({r <- getOption("repos™); r[“CRAN"] «<- “http://cran.r-project.org"; options(repos = r)})
BRI
# MNote that when Stat-JR interoperates with R, it sets the working

# dirertorvy tno wherewer the user's temnorarvy files are stored. 1.8.



© Response:

NOMEeXam remove

@ Current input string: {'y': 'normexam', 'x': 'cons standirt’, 'Engine': 'R_gim'}

© Command: RunStatIR(template="Regression2', dataset="tutorial', invars = 'y" 'normexam’, 'x': 'cons standirt'},
estoptions = {'Engine": 'R_gim'})

‘script.R §v| Popout

local({r <- getOption("repos™); r[“CRAN"] «<- “http://cran.r-project.org"; options(repos = r)})
BRI
# MNote that when Stat-JR interoperates with R, it sets the working

# dirertorvy tno wherewer the user's temnorarvy files are stored. 1.8.



© Response:

Normexam remaove

© Explanatory variables:

Download  Add to ebook

@ Current input string: {'y": 'normexam', '~ 'cons, standirt’, 'Engine': 'R_gim'}

Running the execution...

© Command: RunStatJR(template='Regression2', dataset="tutorial', invars = {"y": 'normexam’, 'x': 'cons standirt’},

estoptions = {'Engine": 'R_gim'})

datafile dta [v]

Popout

normexam

0.261324
0.134067
-1.72388

cons

standlrt

0.619059| =«

0.2053802 L

-1.3645%8




Stat-JR

prompts user Stat-JR writes
Template for input commands, etc.,
to perform
+ & requested
Dataset function

“/1

Select Open Worksheet
T | Select datafile.dta
i Select Equations from Fi :

————————

Scripts Macros Equations Point & click
instructions

normexam; ~ N(u;,o”)
[; = Bgcons;
Gy x 1
r ~ ['(0.001, 0.001)

-
-
-
-
-
-
-
-
‘‘‘‘‘‘
-----------



Stat-JR

prompts user Stat-JR writes
Template for input commands, etc., Function
to perform performed
+ requested
Dataset function
, (If applicable)
external
o <oftware
i#fit the model using d
| myModel <- glm(formula,| | : opened, run,
orint summATy 6F the | Select Open Worksheet |: then closed,
= | Select datafile.dta with results
Select Equatior_I_s___f_[?_T__lf_ returned to
---------------- : | Stat-JR.E.g..

Scripts Macros Equations Point & click
instructions i BEES

= AN IEM® COMPANY

normexam; ~ N(u;,o”)
p; = Bycons;
Gy x 1
r ~ ['(0.001, 0.001)

-
-
-
-
-
-
-
-
‘‘‘‘‘‘
----------



© Response:

Normexam remaove

© Explanatory variables:

Download  Add to ebook

@ Current input string: {'y": 'normexam', '~ 'cons, standirt’, 'Engine': 'R_gim'}

Running the execution...

© Command: RunStatJR(template='Regression2', dataset="tutorial', invars = {"y": 'normexam’, 'x': 'cons standirt’},

estoptions = {'Engine": 'R_gim'})

datafile dta [v]

Popout

normexam

0.261324
0.134067
-1.72388

cons

standlrt

0.619059| =«

0.2053802 L

-1.3645%8




© Response:

NOrmexam remove

© Explanatory var

cons, standit remove

v

iables:

Choose estimation engine:

R glm remove

Download  Add to ebook

@ Current input string: {'y': 'normexam', 'x': 'cons standirt’, 'Engine': 'R_gim'}

Finished...

© Command: RunStatIR(template="Regression2', dataset="tutorial', invars = 'y" 'normexam’, 'x': 'cons standirt'},
estoptions = {'Engine': 'R_gim'})

datafile.dta [x] | Popout
NOorm exam cons standlrt
1 0.261324 0.619059( =
2 0.134067 0.2053802 l—
3 -1.72388

-1.36453




© Response:

NOMMmexam remove

Finished...

© Explanatory variables:

cons standlt remove

Choose estimation engine:

R_glm remove

Download  Add to ebook

@ Current input string: {'y': 'normexam', 'x': 'cons standirt’, 'Engine': 'R_gim'}

© Command: RunStatIR(template="Regression2', dataset="tutorial', invars = 'y" 'normexam’, 'x': 'cons standirt'},
estoptions = {'Engine': 'R_gim'})

datafile.dta [x] | Popout

normexam standlrt

1 0.261324 1 0.619059( =
2 0.134067 1 0.203802 l—
3 -1.72388 1

-1.36453



-datafile dta

§v| | Popout

=l

o= - T I o= | Y . O[S Sy Iy 6

normexam

0.251324.
0.134067
-1.72388
0.967580
0.544341
1.7349
1.03961

-0.129083%
-0.839378

-1.219489
2.40369
0.610729
-1.83669

-0.129085

2.20312
1.24053

1.7348
1.31014

-0.623051

1.03961
-1.02907
-1.219489

0.328072

-0.4927381

1.20034

cons

standlrt

0.619059

0.205802
-1.36458
0.203802
0371105
2.18944
-1.11662
-1.03397
-0.538061
-1.44723
2.43739
2.10679
0.0404099
1.19762
2.52004
1.11487
1.03232
0.784362
-1.11662
-1.19927
-0.372758
-1.36458
-0.851318
-2.332639

-0.0421524




| -datafile dta

=

datafile.dia

equation tex
script.R
output.log
estimates._dta
ggMorm.svg
residuals.dia
ResivsFitted svg
stats dia
ModelResults
ModelParameters
ModelFit

Popout

hexam

7
8
0

10

11

12

13

14

15

16

17

18

19

20

21

0.261324

0.134067
-1.72388
0.967580
0.544341
1.7349
1.03961

-0.129083%
-0.839378

-1.219489
2.40369
0.610729
-1.83669

-0.129085

2.20312
1.24053

1.7348
1.31014

-0.623051

1.03961
-1.02907
-1.219489

0.328072

-0.4927381

1.20034

cons

standlrt

0.619059

0.205802
-1.36458
0.203802
0371105
2.18944
-1.11662
-1.03397
-0.538061
-1.44723
2.43739
2.10679
0.0404099
1.19762
2.52004
1.11487
1.03232
0.784362
-1.11662
-1.19927
-0.372758
-1.36458
-0.851318
-2.332639

-0.0421524




datafile dta
equation tex

script. R
output.log exam cons standlrt
estimates_dta ‘ - '
qgNorm.svg 0.261324 1 0.6100590 IA
residuals.dia 0.134067 1 0205802
ResivsFitted.svg -1.72388 1 -1.36458
stats dia 0.967586 1 0.205802
ModelResults
ModelParameters 0.544341 ! 0.371105
ModelFit 1.7349 1 2.18044
1.03961 1 -1.11662
8 -0.129085 1 -1.03397
g -0.030378 1 -0.538061
10 -1.21049 1 -1.44723
1 2.40869 1 2.43739
12 0.610729 1 2.10679
13 -1.83660 1 0.040409
14 -0.120085 1 1.10762
15 2.20312 1 2.52004
16 1.24053 1 1.11497
17 1.7349 1 1.03232
13 1.31014 1 0.784362
19 -0.623051 1 -1.11662
20 1.03961 1 -1.19027
21 -1.02007 1 -0.372758
22 -1.21049 1 -1.36458
23 0.328072 1 -0.951318
24 -0.492781 1 -2.35639

25 1.20034 1 -0.0421524



Stat-JR

prompts user Stat-JR writes
Template for input commands, etc., Function
to perform performed
+ requested
Dataset function
, (If applicable)
external
o <oftware
i#fit the model using d
| myModel <- glm(formula,| | : opened, run,
orint summATy 6F the | Select Open Worksheet |: then closed,
= | Select datafile.dta with results
Select Equatior_I_s___f_[?_T__lf_ returned to
---------------- : | Stat-JR.E.g..

Scripts Macros Equations Point & click
instructions i BEES

= AN IEM® COMPANY

normexam; ~ N(u;,o”)
p; = Bycons;
Gy x 1
r ~ ['(0.001, 0.001)

-
-
-
-
-
-
-
-
‘‘‘‘‘‘
----------



Stat-JR

prompts user Stat-JR writes

Template

Dataset

for input commands, etc.,

to perform
% requested

function

Function
performed

“73

____________

Scripts Macros

(If applicable)
external
software

opened, run,

| Select datafile.dta

| Select Equations from F :

-
--------

Equations Point & click
instructions

Gy x 1

normexam; ~ N(u;,o”)

u; = Bycons;

7~ I'(0.001,0.001)

-
-
-
-
-
-
______
----------

-

Select Open Worksheet

then closed,
with results
i returned to

: | Stat-JR. E.g...

. AN IEM® COMPANY

Results of
function
produced




Stat-JR

prompts user Stat-JR writes
Template for input commands, etc.,
to perform
+ & requested
Dataset function

____________

Scripts

Macros

“73

Equations

Select Open Worksheet
| Select datafile.dta '

_________

Point & click
instructions

~—

normexam; ~ N(u;,o”)

u; = Bycons;
Gy x 1

7~ I'(0.001,0.001)

-
-
-
-
-
-
-
-
-
_____

Function
performed

(If applicable)
external
software

opened, run,

then closed,
with results
returned to

Stat-JR. E.g...

. AN IEM® COMPANY

Results of
function
produced

3

Results
Model:

DIC: 9766.506
Parameters:

-
————
_________

Results
tables

-
-



Stat-JR

prompts user Stat-JR writes
Template for input commands, etc.,
to perform
+ & requested
Dataset function

“73

Select Open Worksheet
Lo e | Select datafile.dta :

____________

_________

Scripts Macros Equations Point & click
instructions

normexam; ~ N(u;,o”)
p; = Bycons;
Gy x 1
r ~ ['(0.001, 0.001)

-
-
-
-
-
-
-
-
‘‘‘‘‘‘
----------

Function
performed

(If applicable)
external
software

opened, run,

then closed,
with results
returned to

Stat-JR. E.g...

AN IEM® COMPANY

Results of
function
produced
Results 1
Model:
DIC: 9766.506
Parameters:
. Betal: 0.sgﬂ_________,_--------:
Results Charts




Stat-JR
prompts user Stat-JR writes
Template for input commands, etc.,
to perform
+ & requested
—> Dataset function

“73

Select Open Worksheet
Lo e | Select datafile.dta :

____________

_________

Scripts Macros Equations Point & click
instructions

normexam; ~ N(u;,o”)
p; = Bycons;
Gy x 1
r ~ ['(0.001, 0.001)

-
-
-
-
-
-
-
-
‘‘‘‘‘‘
----------

(If applicable) results outputted as dataset to be fed back in...

Function
performed

(If applicable)
external
software

opened, run,

then closed,
with results
returned to

Stat-JR. E.g...

AN IEM® COMPANY

Results of

function i

produced
Results 1
Model:
DIC: 9766.506
Parameters:

. Betal: 0.sgﬂ_________,_--------:

Results Charts
tables




| -datafile dta

=

datafile dta
equation tex

script. R

estimates.dta
qgMorm.svg
residuals.dia
ResivsFitted svg
stats dia
ModelResults
ModelParameters
ModelFit

7
8
0

10

11

12

13

14

15

16

17

18

19

20

21

I
I

Popout

0.251324.
0.134067
-1.72388
0.967580
0.544341
1.7349
1.03961

-0.129083%
-0.839378

-1.219489
2.40369
0.610729
-1.83669

-0.129085

2.20312
1.24053

1.7348
1.31014

-0.623051

1.03961
-1.02907
-1.219489

0.328072

-0.4927381

1.20034

cons

standlrt

0.619059

0.205802
-1.36458
0.203802
0371105
2.18944
-1.11662
-1.03397
-0.538061
-1.44723
2.43739
2.10679
0.0404099
1.19762
2.52004
1.11487
1.03232
0.784362
-1.11662
-1.19927
-0.372758
-1.36458
-0.851318
-2.332639

-0.0421524




 output log =] | Popout

R version 3.8.1 (2813-85-16) -- "Good Sport"
Copyright (C) 2813 The R Foundation for Statistical Computing
Platform: x86 p4-whd-mingw32/x64 (64-bit)

R is free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.

Type 'license(}" or 'licence()' for distribution details.
Matural language support but running in an English locale

R is a collaborative project with many contributors.
Type 'contributors()’ for more information and

"citation()" on how to cite R or R packages in publications.
Type 'demo()’ for some demos, 'help()' for on-line help, or
‘help.start()"' for an HTML browser interface to help.

Type 'g()"' to gquit R.

local({r <- getOption("repos™); r["CRAN"] <- “http://cran.r-project.org"; options(repos
L

# Mote that when Stat-JR interoperates with R, it sets the working

# directory to wherever the user's temporary files are stored, i.e.

# workdir = tempdir(). The data to be modelled, this script, and the

# files exported from R, are all saved there.

L

# test to see if foreign package is already installed, if not, then install it
if (!require(foreign)} {

o A T L Y

1in=tal]l poackaces{ "foreien™}

r)i)



 output log =] | Popout

R version 3.8.1 (2813-85-16) -- "Good Sport"
Copyright (C) 2813 The R Foundation for Statistical Computing
Platform: x86 p4-whd-mingw32/x64 (64-bit)

R is free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.

Type 'license(}" or 'licence()' for distribution details.
Matural language support but running in an English locale

R is a collaborative project with many contributors.
Type 'contributors()’ for more information and

"citation()" on how to cite R or R packages in publications.
Type 'demo()’ for some demos, 'help()' for on-line help, or
‘help.start()"' for an HTML browser interface to help.

Type 'g()"' to gquit R.

local({r <- getOption("repos™); r["CRAN"] <- “http://cran.r-project.org"; options(repos
L

# Mote that when Stat-JR interoperates with R, it sets the working

# directory to wherever the user's temporary files are stored, i.e.

# workdir = tempdir(). The data to be modelled ipt, and the

# files exported from R, are all sawved th
EE

EEEHEFE S

# test to see if foreign package is already installed, if not, then install it
if (!require(foreign)} {

o A T L Y

1in=tal]l poackaces{ "foreien™}

r)i)



>
>
>
>
>
>
>
>

>

> # fit the model using the glm function, specifying the formula, data, and distribution (with iden

H K B K H K

tE R E R AR EE R EE SRS
Below we specify the model formula, formatted as y ~ x1 + x2 + ...
Since Stat-JR assumes users have included the intercept in their list
of explanatory variables, -1 removes the intercept which the glm
function otherwise adds by default.
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEENENE:

formula <- normexam ~ cons + standlrt - 1

tity link) in its arguments

> myModel <- glm(formula, data = mydata, family = gaussian(identity))

> # print summary of the model fit

> summary (myModel)

Call:
glm{formula = formula, family = gaussian(identity), data = mydata)

Deviance Residuals:

Min 10 Median 30 Max

-2.65615 -8.51848 @.81264 @.54399 2.97389

Coefficients:

cons

Estimate Std. Error t value Pr(>|t])
-8.881191 @.812642 -8.894 B.925

standlrt ©.595857 @.812738 46.744 {do-1p ***

Signif. codes: @ '"***' @.881 '**' @.81 '*' B8.85 '." 8.1 " ' 1

(Dispersion parameter for gaussian family taken to be @.8487385)

Null deviance: 4849.4 on 4859 degrees of freedom

Residual deviance: 2631.9 on 4857 degrees of freedom
AIC: 97866.5

Mumber of Fisher Scoring iterations: 2



function otherwise adds by default.

H K B K H K

>
>
>
>
>
>
>
>

» formula <- normexam ~ cons + standlrt - 1

tE R E R AR EE R EE SRS
Below we specify the model formula, formatted as y ~ x1 + x2 + ...
Since Stat-JR assumes users have included the intercept in their list
of explanatory variables, -1 removes the intercept which the glm

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEENENE:

> # fit the model using the glm function, specifying the formula, data, and distribution (with iden

tity link) in its arguments

> myModel <- glm(formula, data = mydata, family = gaussian(identity))

> # print summary of the model fit
> summary (myModel)

Call:

glm{formula = formula, family = gaussian(identity), data

Deviance Residuals:
Min 10 Median 30 Max
-2.65615 -8.51848 8.81264 B.54399 2.97399

Coefficients:
Estimate Std. Error t value Pr(>|t])
cons -8.881191 @.8l12642 -8.8394 B.925

standlrt ©.595857 @.812738 46.744 {do-1p ***

Signif. codes: @ '"***' @.881 '**' @.81 '*' B8.85 '.
(Dispersion parameter for gaussian family taken t

Null deviance: 4849.4 on 4859 degrees of
Residual deviance: 2631.9 on 4857 degrees of

AIC: 9766.5

Mumber of Fisher Scoring iterations: 2




© Command: RunStatJR(template='"Regression2', dataset="tutorial', invars = {'y": 'normexam’, 'x': 'cons standirt’},

estoptions = {'Engine': 'R_gim'})

-

' ModelResults %

™

parameter
cons

standirt

Popout

Results
Parameters:
est
-0.00119111914973

0.595056780156

Model:
Statistic
deviance
nulldeviance
aic
converged

iter

se
0.01264220981796

0.0127300927553

Value
2631.93206193
4049 43302581
89766.50937651

1

2



Set

© Command: RunStatJR(template='"Regression2', dataset="tutorial', invars = {'y": 'normexam’, 'x': 'cons standirt’},
estoptions = {'Engine': 'R_gim'})

< ggNorm.svg %
™

Popout

Normal Q-0

=  —
N_

o

uy

©

-

©

O

-

o

&

= B

o

e

]

820
00720
&0




Choice of interface

Three different ways to interact with Stat-JR:

@t-and-click menu-driven interface (TREE)

eBook interface (DEEP)

Command line interface (runStatJR)



Choice of interface

Three different ways to interact with Stat-JR:

Point-and-click menu-driven interface (TREE)

@k interface (DEEP) >

Command line interface (runStatJR)




Stat-JR’s eBook interface: DEEP

Documents with
Embedded
Execution and
Provenance



i i eBookDemo

L

+ R

S

localhost:2052

febooks/1/reading/1/

EStat E-Book reader

Finished

EOverview
IJil'The tutorial dataset

EFEproring the tutorial
dataset

—Summary table of
tutorial dataset

EFPlotting variables
Densityplot

HY plot

Your choice of plot

—Cross-tabulation

EHodelling the dataset

L,-'j-MndeIIing ane ar twao
levels?

IéH:nmparing a 1-level
and 2-level model

Partitioning variance
in a 2-level model

References

ErExploring explanatory
variables

Summary table of
tutarial dataset

EFChoosing your

m

Upload

Multilevel modelling with the "tutorial’ dataset

Mext — o to page

Overview

This eBook provides a brief introduction to multilevel modelling using the tutorial dataset.

We are developing eBooks as a means of exploring data and learning about statistics. Theyre an interactive environment, and dynamic
content will appear tailored to choices you make as you read thraugh.

You progress through the pages either by navigating via the page number blocks at the top and bottormn of the page, orvia the hierarchical
table of contents on the left (this automatically updates as new content becomes available as a result of your choices).

EBook functionality is still being developed, so you may notice the odd thing here or there yetto be finessed (such as the large number of
decimal places sometimes returned!), but we nevertheless wanted to introduce you to what we hope you find to be an interesting means
of exploring statistics, and we would very much appreciate any comments you have.

Mote that there may be a short delay until all available contents on a particular page are uploaded - you can Keep an eye on progress
either via the gauge in the top-left corner of the browser window, or by looking at the command window running in the background.

MB: if your eBook crashes, then you can reload the eBook by choosing Debug = Reload eBook from the black bar towards the top of this
window. That will wipe you're previous choices, I'm afraid, but it will (hopefully) breathe life back into the software!

The tutorial dataset

The tutorial dataset is one of the example datasets provided with the Stat-JR package (as well as with the software package MLwil) and
i summarised below. This dataset was selected from a much larger dataset of examination results from six inner London Education
Authorities (school boards). A key aim of the original analysis was to establish whether some secondary schools were more "effective’
than others in promoting students’ learning and development, taking account of variations in the characteristics of students when they
started secondary school. The analysis then looked for factors associated with any school differences found. Thus the focus was on an
analysis of examination performance after adjusting for student intake achievements.

Exploring the tutorial dataset

We'll be modelling normexam as the response (or y) variable: as the summary below indicates, this represents the students” exam
score at age 16, normalised to have an approximately standard Mormal distribution.

m




i i eBookDemo

L

S

localhost:2052

febooks/1/reading/1/

EStat E-Book reader

Finished

EOverview
IJil'The tutorial dataset

EFEproring the tutorial
dataset

—Summary table of
tutorial dataset

EFPlotting variables
Densityplot

HY plot

Your choice of plot

—Cross-tabulation

EHodelling the dataset

L,-'j-MndeIIing ane ar twao
levels?

IéH:nmparing a 1-level
and 2-level model

Partitioning variance
in a 2-level model

References

ErExploring explanatory
variables

Summary table of
tutarial dataset

EFChoosing your

m

Upload

Multilevel modelling with the "tutorial’ dataset

5 Mext —

@ Navigate through

-
[
%]
Y
T

Overview

pages of eBook
This eBook provides a brief introduction to multilevel modelling using the tutorial dataset.

We are developing eBooks as a means of exploring data and learning about statistics. Theyre an interactive environment, and dynamic
content will appear tailored to choices you make as you read thraugh.

You progress through the pages either by navigating via the page number blocks at the top and bottormn of the page, orvia the hierarchical
table of contents on the left (this automatically updates as new content becomes available as a result of your choices).

EBook functionality is still being developed, so you may notice the odd thing here or there yetto be finessed (such as the large number of
decimal places sometimes returned!), but we nevertheless wanted to introduce you to what we hope you find to be an interesting means
of exploring statistics, and we would very much appreciate any comments you have.

Mote that there may be a short delay until all available contents on a particular page are uploaded - you can Keep an eye on progress
either via the gauge in the top-left corner of the browser window, or by looking at the command window running in the background.

MB: if your eBook crashes, then you can reload the eBook by choosing Debug = Reload eBook from the black bar towards the top of this
window. That will wipe you're previous choices, I'm afraid, but it will (hopefully) breathe life back into the software!

The tutorial dataset

The tutorial dataset is one of the example datasets provided with the Stat-JR package (as well as with the software package MLwil) and
i summarised below. This dataset was selected from a much larger dataset of examination results from six inner London Education
Authorities (school boards). A key aim of the original analysis was to establish whether some secondary schools were more "effective’
than others in promoting students’ learning and development, taking account of variations in the characteristics of students when they
started secondary school. The analysis then looked for factors associated with any school differences found. Thus the focus was on an
analysis of examination performance after adjusting for student intake achievements.

Exploring the tutorial dataset

We'll be modelling normexam as the response (or y) variable: as the summary below indicates, this represents the students” exam
score at age 16, normalised to have an approximately standard Mormal distribution.

m
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. @ Navigate through
pages of eBook

Overview | vierarchical table of

contents (can be brial dataset
We are developing eBook expanded / Collapsed at t statistics. Theyre an interactive environment, and dynamic

content will appear tailore

You progress through the each nOde) cks atthe top and bottom of the page, orvia the hierarchical
table of contents on the |elkrreorrerrereorropeoreroorrewrsorrereeeee 185 available as a result of your choices).

1S eg 00K provides a

EBook functionality is still being developed, so you may notice the odd thing here or there yetto be finessed (such as the large number of
decimal places sometimes returned!), but we nevertheless wanted to introduce you to what we hope you find to be an interesting means
of exploring statistics, and we would very much appreciate any comments you have.

Mote that there may be a short delay until all available contents on a particular page are uploaded - you can Keep an eye on progress
either via the gauge in the top-left corner of the browser window, or by looking at the command window running in the background.

MB: if your eBook crashes, then you can reload the eBook by choosing Debug = Reload eBook from the black bar towards the top of this
window. That will wipe you're previous choices, I'm afraid, but it will (hopefully) breathe life back into the software!

The tutorial dataset

The tutorial dataset is one of the example datasets provided with the Stat-JR package (as well as with the software package MLwil) and
i summarised below. This dataset was selected from a much larger dataset of examination results from six inner London Education
Authorities (school boards). A key aim of the original analysis was to establish whether some secondary schools were more "effective’
than others in promoting students’ learning and development, taking account of variations in the characteristics of students when they
started secondary school. The analysis then looked for factors associated with any school differences found. Thus the focus was on an
analysis of examination performance after adjusting for student intake achievements.

Exploring the tutorial dataset

We'll be modelling normexam as the response (or y) variable: as the summary below indicates, this represents the students” exam
score at age 16, normalised to have an approximately standard Mormal distribution.

m




i i eBookDemo

L

febooks/1/reading/1/ | |"lv Google ):'| i

€& 9 B-| localhostsos?

EStat E-Book reader  Upload

Finished

Eoferiew

The tutorial dataset

EExploring the tutoridl
dataset

—Summary table of
tutorial dataset

EFPlotting variables
Densityplot

HY plot

Your choice of plot

—Cross-tabulation

EHodelling the dataset

L,-'j-MndeIIing ane ar twao
levels?

m

IéH:nmparing a 1-level
and 2-level model

Partitioning varianc
in a 2-level model

References

—Exploring explanatory
variables

-

Multilevel modelling with the "tutorial’ dataset

. @ Navigate through
pages of eBook

-
[
%]
Y
T

m

Overview | vierarchical table of

contents (can be brial dataset
We are developing eBook expanded / Collapsed at t statistics. Theyre an interactive environment, and dynamic

content will appear tailore

You progress through the each nOde) cks atthe top and bottom of the page, orvia the hierarchical
table of contents on the |elkrreorrerrereorropeoreroorrewrsorrereeeee 185 available as a result of your choices).

1S eg 00K provides a

EBook functionality is still being developed, so you may notice the odd thing here or there yetto be finessed (such as the large number of
decimal places sometimes returned!), but we nevertheless wanted to introduce you to what we hope you find to be an interesting means
of exploring statistics, and we would very much appreciate any comments you have.

Mote that there may be a short delay until all available contents on a particular page are uploaded - you can Keep an eye on progress
either via the gauge in the top-left corner of the browser window, or by looking at the command window running in the background.

MB: if your eBook crashes, then you can reload the eBook by choosing Debug = Reload eBook from the black bar towards the top of this
window. That will wipe you're previous choices, I'm afraid, but it will (hopefully) breathe life back into the software!

The tutorial dataset

The tutorial dataset is one of the example datasets provided with the Stat-JR package (as well as with the software package MLwil) and
i summarised below. This dataset was selected from a much larger dataset of examination results from six inner London Education
Authorities (school boards). A key aim of the original analysis was to establish whether some secondary schools were more "effective’
than others in promoting students’ learning and development, taking account of variations in the characteristics of students when they
started secondary school. The analysis then looked for factors associated with any school differences found. Thus the focus was on an
analysis of examination performance after adjusti intake achievements.

Exploring the tutorial dataset

We'll be modelling normexam as the response - as the summary below indicates, this represents the students’ exam
score at age 16, normalised to have an approximately standard Mormal distribution.
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EFEprnringthetutnrial
dataset school 4088 0 1 65 Mumeric school identifier
—Summary table of student 4059 0 1 198 Mumeric student identifier -
tutorial dataset
E-plotting variables |z normexam 4050 O AE7 36T Eltgrﬁgltiigfr?&tisncr?re atage 16, normalised to have approximately a standard
Densityplot
Acolumn of ones. Ifincluded as an explanatory variable in a regression model, b
XY plot cons 4058 0 1 1 its coefficient is the intercept.
Your choice of plot
L Cross-tabulation standirt 4050 0 203 202 EtSLith]jS%t_sschcrner; at age 11 on the Londaon Reading Test (LRT), standardised
[Fiodelling the dataset g 4059 0 0 1 Students’ gender: 0=boy; 1=girl
EFModelling one or two
lavels? schoend 4059 0 1 3 School gender: 1=mixed; 2=boys" school; 3=girls" school
ECnmparing a 1-evel avslirt 4059 0 -0.76 064 Average LRT score in school
and 2-level model
Partiioning variance schav 4059 0 1 3 JEE?E%E#BEEES%NE in school, coded into 3 categories: 1=bottom 25%; 2=middle
in a 2-level model '
References Students’ score in test of verbal reasoning at age 11, coded into 3 categories:
vrband 4053 0 1 3 1=top 25%; 2=middle 50%; 3=bottom 25%
ErExploring explanatory
variables
Summary table of Plotting variables
tutorial dataset Here you can graphically-explore the tutorial dataset.
T Choosing your T In the first two sections, below, you can produce a densityplot and XY plot, respectively, here you can re-specify your choice of variables ¥
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Plotting variables

Here you can graphically-explore the tutorial dataset.

Missing Min Max

0 1 65
0 1 198
0 -3.67 367
0 1 1

0 -293 3.02
0 0 1

0 1 3

0 -0.76  0.64
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Description

Mumeric school identifier

m

Mumeric student identifier

Students’ exam score at age 16, normalised to have approximately a standard
Mormal distribution.

Acolumn of ones. Ifincluded as an explanatory variable in a regression model, b
its coefficient is the intercept.

Students’ score at age 11 on the London Reading Test (LRT), standardised
using Z-scores.

Students’ gender. O=boy; 1=girl
Schoaol gender: 1=mixed 2=boys" school; 3=girls’ school
Average LRET score in school

Average LRT score in schoaol, coded into 3 categaries: 1=bottorm 25%; 2=middle
50%; 3=top 25%

Students’ scare in test of verbal reasoning at age 11, coded into 3 categaries:
1=top 25%; 2=middle 50%; 3=bottom 25%
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Your choice of plot

Finally, here you have more flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook...

Type of plot: densityplot E

Submit

about
.then, once you have made your choices, your plot will appear here;

Cross-tabulation

Here you can create atable of means and standard deviations for one variable, conditioned on another variable. The first question asks
which variable to condition on: a column will be produced for each value of this variable, and so for it to be a useful guide to your data it is

bestifthe variable you choose here consists of relatively few, discrete categories (e.q. girl, schgend, etc). If you dont want to condition an
anyvariables, you can simply choose cons.

VWhat variable do you want to condition your columns on?;

school (]

What variable do you want to produce means etc for?:

school [=]

Submit

.-'J.L
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Your choice of plot

Finally, here you have more flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook...

Type of plot densityplot

Submit
about

.then, once you have made your choices, your plot will appear here;

Cross-tabulation

Here you can create atable of means and standard deviations for one variable, conditioned on another variable. The first question asks
which variable to condition on: a column will be produced for each value of this variable, and so for it to be a useful guide to your data it is
bestifthe variable you choose here consists of relatively few, discrete categories (e.q. girl, schgend, etc). If you dont want to condition an
anyvariables, you can simply choose cons.

. - -
VWhat variable do you want to condition your columns on?; school IE‘
i - i
What variable do you want to produce means etc for?: school El =
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Your choice of plot

Finally, here you have more flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook...

Type of plot densityplot

Submit
about

.then, once you have made your choices, your plot will appear here;

Cross-tabulation

Here you can create atable of means and standard deviations for one variable, conditioned on another variable. The first question asks
which variable to condition on: a column will be produced for each value of this variable, and so for it to be a useful guide to your data it is
bestifthe variable you choose here consists of relatively few, discrete categories (e.q. girl, schgend, etc). If you dont want to condition an
anyvariables, you can simply choose cons.

. - -
VWhat variable do you want to condition your columns on?; school IE‘
i - i
What variable do you want to produce means etc for?: school El =
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Your choice of plot

Finally, here you have mare flexibility in specifying a plot of your choice. For more information on what the various options mean, please

refer to the PlotsViaR template eBook. ..

Which variable would you like to use to construct x-axis panel:

Which variable would you like to use to construct y-axis panel:

ou want the variable name included in panel bar, or just the level:

schgend

vrband

Yes

Submit

.then, once you have made your choices, your plot will appear here;

Cross-tabulation

Here you can create atable of means and standard deviations for one variable, conditioned on another variable. The first question asks
which variable to condition on: a column will be produced for each value of this variable, and so for it to be a useful guide to your data it is
bestifthe variable you choose here consists of relatively few, discrete categories (e.g. girl, schgend, etc). If you don't want to condition on

any variables, you can simply choose cons.

What variable do you want to condition your columns on?;

\What variable do you want to produce means etc for?.

school

d
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Finally, here you have mare flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook. ..

-Summary table of Which variable would you like to use to construct x-axis panel: schgend
tutorial dataset
EFPlotting variables = Which variable would you like to use to construct y-axis panel: vrband IE‘
Densityplot
Y plot ou want the variable name included in panel bar, or just the level: Yes
Your choice of plot

—Cross-tabulation Submit

EHodelling the dataset

EFModelling one or two about
levels? ) .
.then, once you have made your choices, your plot will appear here;
Ié*Cnmparing a 1-level
and 2-level model Cross-tabulation
Partiioning variance Here you can create a table of means and standard deviations for one variable, conditioned on another variable. The first question asks
in a 2-level model which variable to condition on: 3 column will be produced for each value of this variable, and so for itto be a useful guide to your data it is
References best ifthe variable you choose here consists of relatively few, discrete categories (e.g. girl, schgend, etc). If you don't want to condition on
any variables, you can simply choose cons.

ErExploring explanatory
variables
"Summarytahle of What variable do you want to condition your columns on?: school El

tutarial dataset

FChaoosing your = VWhat variable do you want to produce means efc for?: ]
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Your choice of plot

Finally, here you have mare flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook. ..

Which variable would you like to use to construct x-axis panel:

schgend
Which variable would you like to use to construct y-axis panel: vrband IE‘
ou want the variable name included in panel bar, or just the level: Yes

Submit

about
.then, once you have made your choices, your plot will appear here;

Cross-tabulation

Here you can create atable of means and standard deviations for one variable, conditioned on another variable. The first question asks
which variable to condition on: a column will be produced for each value of this variable, and so for it to be a useful guide to your data it is
bestifthe variable you choose here consists of relatively few, discrete categories (e.g. girl, schgend, etc). If you don't want to condition on

any variables, you can simply choose cons.
. - -
\What variable do you want to condition your columns on?: school El

\VWhat variable do you want to produce means etc for?. [ ]
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Your choice of plot

Eroveriew .
IJﬂ'The tutorial dataset Finally, here you h_a'u'e more flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook. ..
EFEprnringthetutnrial
datazet
-Summary table of Which variable would you like to use to construct x-axis panel: schgend IEI
tutorial dataset
EFPlotting variables = Which variable would you like to use to construct y-axis panel: vrband IE‘
Densityplot
Y plot Do you want the variable name included in panel bar, or just the level: Yes IE'
Your choice of plot
—Cross-tabulation Submit
EHodelling the dataset A
L,-'j-MndeIIing ane ar twao about
levels? ) . B
.then, once you have made your choices, your plot will appear here;
Ié*Cnmparing a 1-level
and 2-level model Cross-tabulation
Partiioning variance Here you can create atable of means and standard deviations for one variable, conditioned on another variable. The first question asks =
in 3 2-level model which variable to condition on: a column will be produced for each value of this variable, and so foritto be a useful guide to your data it is
References best ifthe variable you choose here consists of relatively few, discrete categories (e.g. girl, schgend, etc). If you don't want to condition on
] any variables, you can simply choose cons.
ErExploring explanatory
variables £
Summary table of What variable do you want to condition your columns on?: school El
tutorial dataset
T Choosing your < What variable do you want to produce means etc for?: - i




i i eBookDemo

L

|-‘l ~ Google ):"| A B

é ﬂ*| .-: localhost:8082/ebooks/1/reading/1/ (e

EStat E-Book reader  Upload

Multilevel modelling with the 'tutorial’ dataset

“n

Running RScript

1 2 3 4 5 Mext — o to page

«  Your choice of plot

m

Eroveriew .
IJﬂ'The tutorial dataset Finally, here you h_a'u'e more flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook. ..
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datazet
-Summary table of Which variable would you like to use to construct x-axis panel: schgend IEI
tutorial dataset
EFPlotting variables = Which variable would you like to use to construct y-axis panel: vrband IE‘
Densityplot
Y plot Do you want the variable name included in panel bar, or just the level: Yes IE'
Your choice of plot
—Cross-tabulation Submit
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Partiioning variance Here you can create atable of means and standard deviations for one variable, conditioned on another variable. The first question asks
in 3 2-level model which variable to condition on: a column will be produced for each value of this variable, and so foritto be a useful guide to your data it is
References best ifthe variable you choose here consists of relatively few, discrete categories (e.g. girl, schgend, etc). If you don't want to condition on
] any variables, you can simply choose cons.
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Finally, here you have mare flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook. ..
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Finally, here you have mare flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook. ..

Which variable would you like to use to construct x-axis panel: schgend IE‘
Which variable would you like to use to construct y-axis panel: vrband IE‘
Do you want the variable name included in panel bar, or just the level: Yes IE'

Submit
about -
@e plot you requested: >
-4 -2 0 2 4
1 | 1 1 1 1 1 1 1 1 | 1 1
factor{wrband) : 3 factorfwband): 3 factoriwrband): 3
| factorischgend): 1 fadorischgend): 2 factorischgend) . 3 |
0.5 = P _ \ u
0.4 - I.-:I y I b, ll,ll B
{ \ I |
0.3 - A oo i
0.3 - ,f,.'l i / ! ! L
2 ] | ! ) {
0.1~ _f/" 4 Y r y "I \ I
i nn o —o g e e-n L i




i i eBookDemo

L

é = ir:’*| .-: localhost:8082/ebooks/1/reading/1/ Z "lv Google ):'| B ﬂ*
EStat E-Book reader  Upload
- - - 1 - -
dultllevel modelling with the "tutorial’ dataset
1 2 3 4 5 Mext — o to page
'ﬁ‘mewiew +  Your choice of plot
IJﬂ'The tutorial dataset Finally, here you have mare flexibility in specifying a plot of your choice. For more information on what the various options mean, please

refer to the PlotsViaR template eBook. ..
EFEprnring the tutarial

datazet
-Summary table of Which variable would you like to use to construct x-axis panel:

schgend (]
tutorial dataset
EFPlotting variables

Densityplot

m

Which variable would you like to use to construct y-axis panel: vrband

[«

Y plot Do you want the variable name included in panel bar, or just the level: Yes IE'
Your choice of plot

—Cross-tabulation Submit

EHodelling the dataset A
L,-'j-MndeIIing ane or two about

levels?
@e plot you requested: >
Ié*Cnmparing a 1-level

and 2-level model

m

Partitioning variance

. -4 -2 (] 2 4
ina 2-level model ! ! I 1 1 1 1 1 ! I | | ]
faclor{vrband) : 3 factorfwband}: 3 factorfvrband): 3
References | factorischaend): 1 ladorigchgend); 2 factorischoend) . 3 |
ErExploring explanatory 0.5 7 -
. A
variables 0.4 /ANY
- 0
Summary table of o= R
tutorial dataset 021 / Wy

EFChoosing your




r

L

{ ! eBookDemo

localhost:8082/ebooks/1/reading/1/

EStat E-Book reader

Upload

Finizhed
1 2 3 4 5 Mext — o to page
L : it 2 o 2
QDVEWIEW b | | ] 1 _T 1 | | T | | | | ]
) factorfvrband) : 3 factorfwrband): 3 factorfvrband): 3
IJil'The tutorial dataset factorischgend) 1 taclor(schoend): 2 faclorischaend) 3
EFEprnringthetutnrial .
dataset - iy ~ I
0.4 IR I Y ! \
—3ummary table of 0.3 ' 1:- f \ i Ill
tutorial dataset 0.2 J”. '-x\ ,-’ -1 ] \
EFPlotting variables £ 0.1 A W, / Y J.n' \
. 0.0 - S T ~ - D, T B G
Densityplot factorfvroand) 2 factortvroand) 2 factorlvroand) 2
XY plot factor{schgend): 1 factor(schgend): 2 factor(schgend): 3
Your choice of A .
) ey Y
plot = :f \ AN Fod
—Cross-tabulation - T\ (Y {0
4 ] i Y / / \
Eruodelling the dataset i kY 4 ! yi \
& . ~ - ~ e R % i R
&lrﬂﬂdfl!ng one ortwo factorivrband) ; 1 factorivrband): 1 factorfvrband): 1
evelsy factor{schgend): 1 factor(schgend): 2 factor{schgend) : 3
Ié"[]nmparing a 1-level s "
and 2-level model 0 gt II;" I'x e
Partitioning variance - ,ﬁ: k) \ a' J."I Y
in a 2-level model 0o i b / i \
References 0.1 ,‘} b, A \ / I
0.0 e T —— 7 T — T T —
=8 : T T T T T T T T T T T T T T
Explnrlng explanatory B . . N . 5 ; 2 .
variables
normexam
Summary table of
tutorial dataset il

Multilevel modelling with the 'tutorial’ dataset

0.6
0.4
0.3
0.2
0.1

0.0

girl

ﬂ —_—

m
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, (Ifappllcable) .................................... .
external Results 1
e e coftware | Model: :
imyModel<— glm (normexam~ opened, run ‘! DIC: 9766.506 i
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---------------- E Stat-JR.
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AN IEM® COMPANY
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Modelling the dataset

Modelling one or two levels?

If a dataset has a hierarchical or clustered structure, such as students nested within schools, and an analysis neglects to model that
structure appropriately, it can compromise the conclusions drawn from it in very important ways. Whilst there are a variety of ways to
analyse such a structure, multilevel modelling is an efficient and informative way to do so (e.g. see: Goldstein, 2011; Steele, 2008).

In some situations, however, a given hierarchy may be irrelevant: in a hypothetical example, if we had 4058 dogs nested within 65 towns
of habitation, then (for argument's sake) it is perhaps unlikely that the inferences we draw from a model exploring the association
between 'speed and "breed’ would change if we took account of the town in which the dog lived.

In other situations such a structure may matter much more, though: e.g. the exam performance of a pupil may, on average, be maore likely
to be similar to the exam performance of another pupil in the same school than the exam performance of another pupil in a different
school, conceivably due to differences between schools in their pupil selection procedures, socioeconomic status of the catchment area,
teaching methods and personnel, and so on. So here we may be missing a very important piece of information, violating the model's
assumptions, if we simply ignore the fact that some of the pupils in our sample go to the same school, whereas others do not.

Comparing a 1-level and 2-level model

Sa, if we want to investigate, for instance, the association between exam scores at age 16 (normexam, in this example) and those
gained earlier at age 11 (standlrt), how can we tell whether it's important for an analysis to take into account a multilevel structure of

students nested within schools?

Well, one way we can investigate that is by fitting a single-level {or 1-level) model, ignoring the fact that pupils went to certain schools,
and then compare the results of that analysis to a 2-level model which allows for random effects for both students and schools.

We'll use Stat-JR's in-house estimation engine, eSTAT, to fit both models. eSTAT uses MCMC estimation, and so, for each, we’ll run 1
chain for a burn-in of 1,000 and then 2,000 main iterations (otherwise, we'll choose 1 as the value of the random seed, and of the
thinning factar toa).

Below you can choose the explanatory variables you'd like to include in the two models (normexam has been pre-selected as the
response variable); to vary only the random effects structure between the two models, choose the same explanatory variables for each.
For example, if you chose cons and standlrt far each model, this would fit the model({s) we referred to just above.
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EFOverview | __.and here you can choose your explanatory variables for the 2-level model (again, it is sensible to include cons, which will
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|:2—Ie'u'el Model Equations
Partitionj
variance in a 2-level Model
2-level model You can compare this equation, with random effects for schools, with the equation for the 1-level model which should appear
—References = above it (soon after you press Submit for that model): -
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Results

Deviance statistic and DIC diagnostic

Below you'll see the DIC diagnostic, along with the parameters from which it is derived, for both models (with apologies for the number of
decimal places!)

5o, according to the DIC, which model appears to be better?

Statistic ~ Description 1Hevel Zlevel

D Average deviance across all (post-burnin) iterations. 9763.49 9209.21

D[é] Deviance at the expected value ofthe unknown parameters (8 ). a760.51 9145.95

pD The effective number of parameters, computed as D- D(ﬁ]. 298 60.25 E
Deviance Information Criterion (Spiegelhalter et al, 2002); this is computed as D[@] + 2plr

Dic i.e. itis a measure of goodness of model fit which adjusts for model complexity, allowing 9766.47 9260 46

models to be compared: a smaller DIC suggests a better model. —

Summary of parameter estimates: tables

These tables contain the parameter estimates, providing, for each, values for the following:

(MB: for this, and all other models fitted in this eBook, you can view other outputs, such as MCMC diagnostic plots, via the Resources
buttan in the black bar at the top).

* Nean: posterior mean estimate;
o 5D posterior standard deviation,
® E55: effective sample size.
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=\ statistic Description 1Hevel Zlevel
EHPotting variafiles
Densitypjot Fa) Average deviance across all (post-burnin) iterations. g753.49 820921 .
Y plot _
D[El'] Deviance at the expected value ofthe unknown parameters (8 ). a760.51 9145.95
Your chojce of plot
—Cross-tabulation e pD The effective number of parameters, computed as D- D(ﬁ]. 298 60.25 E

EModelling the datase

l-,_-IJ-r-.-mdeIIing one or two
levels?

Deviance Information Criterion (Spiegelhalter et al, 2002); this is computed as D[@] + 2plr
Dic i.e. itis a measure of goodness of model fit which adjusts for model complexity, allowing 9766.47 9260 46
models to be compared: a smaller DIC suggests a better model.

IJ5"L‘.|:Jmparing| a 1-level
and 2-level model

f—.-'-[]hnnsing your
explanatory of parameter estimates: tables
variables ] N ]
These tables co he parameter estimates, providing, for each, values for the following:
—1-level model
L (MB: for this, and all other mo in this eBook, you can view other outputs, s WC diagnostic plots, via the Resources
2-level model .
buttan in the black bar at the top).
[_
Results * Nean: posterior mean estimate;
rDeviance statistic * SD: posterior standard deviation;
and DIC * E55: effective sample size.
diagnostic
FSummary of
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Finished
— Previous 1 2 3 4 5 Mext — Goto page
Partitioning variance in a 2-level model
Eroveniew For some multilevel models, such as the 2-level random intercept model you fitted here, it is quite straightforward to calculate how much
IJ:"'The tutorial dataset ofthe unexplained variance is attributable to each level, a parameter which may be of interest to the researcher.
IJil'Eprnring the tutaorial S0, let's pluck a few statistics out of the results tables which appear above, and see how we would do this.
dataset

In the 2-level model, the parameter ol (i.e. 'sigmaZ’, as it appears in the results table of parameter estimates) is the variance attributable

—Summary table of to differences between pupils within a school, whereas o2 (sigma2_u’) is the variance attributable to differences between schools.
tutarial dataset

m

Therefore, to calculate what proportion of residual variance is attributed to level 2 (known as the Variance Partition Coefficient: in this

EPlotting variables instance, the residual variance attributable to differences between schools), we simply divide =2 by the total variance, i.e.

Densityplot 30 3 a I " .
XY plot oi/(oi + o) = Variance Partition Coefficient (VPC)
Your choice of plot Here, then, for our 2-level model we have (with rounding):

L cross-tabulation P 0.097 /{0.097 + 0.567 ) =0.146.

) 5o, the proportion of the unexplained variance attributable to differences between schools in the 2-level model you specified is 0.146.
EHodelling the dataset

L,_-IJ-MndeIIing one or two

levels? For example, if you keep only cons in, and therefore fit what some call a variance components model what does the total variance add
up to? (Approximately!) Why might that be?

You may find it interesting to see how these parameter estimates change if you run the 2-level model with different explanatory variables.

IJ5"t_“.|:1mparing| a 1-level

and 2-level model If you add a range of different explanatory variables ({in addition to cons), how does the proporion of variance attributable to level 2
= ; change? Does the addition of school-level, or pupil-level, explanatory variables have any bearing on this?
EFChoosing your
explanatory
variables References
—1-level model Goldstein, H. (2011) Multilevel Statistical Models. 4th Edition. Chichester, LIK: Wilay.
—2-level model Spiegelhalter, D.J., Best, N.G., Carlin, B.P,, van der Linde, A (2002) Bayesian measures of model complexity and fit. Journal of the Royal
E-Results Statistical Society, Series B, 64, 583-639. E
L Deviance statistic Steele, F. (2008) Module 5 introduction to Multileve! Modelling Concepts. LEMMA VLE, University of Bristol, Centre for Multilevel Modelling.
Accessed at www.bristol ac.ukicmmilearning/cours e html.
and DIC
diagnostic
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~1-level model

—2-level model

EFResults

and DIC
diagnostic
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Mext — Goto page

r some multilevel models, such as the 2-level random intercept model you fitted here, it is quite straightforward to
ofthe unexplained variance is attributable to each level, a parameter which may be of interest to the researcher.

S0, let's pluck a few statistics out of the results tables which appear above, and see how we would do this.

In the 2-level model, the parameter ol (i.e. 'sigmaZ’, as it appears in the resulis table of parameter estimates) is the variance attri
to differences between pupils within a school, whereas crf;,_ ("sigmaZ2_u") is the variance attributable to differences befween school

Therefore, to calculate what proportion of residual variance is attributed to level 2 (known as the Variance Partition Coefficient: in t
instance, the residual variance attributable to differences between schoals), we simply divide crf; by the total variance, i.e.

oi/(os + crﬂ} = Variance Partition Ceefficient (VPC)
Here, then, for our 2-level model we have (with rounding):

0.097 /(0.097 + 0.567 )= 0.146.

culate how much

5o, the proportion of the unexplained variance attributable to differences between schools in the 2-level model you specified is 0.146.

You may find it interesting to see how these parameter estimates change if you run the 2-level model with different explanatory variables.

For example, if you keep only cons in, and therefore fit what some call a variance components model what does the total variance agd

up to? (Approximately!) Why might that be?

If you add a range of different explanatory variables ({in addition to cons), how does the proporion of variance attributable to

change? Does the addition of school-level, or pupil-level, explanatory variables have any bearing on this?

References

tein, H. (2011) Multilevel Statistical Models. 4th Edition. Chichester, UK Wiley.

Accessed at www.bristol. ac. ukicmmilearnin g o=
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(If applicable) results outputted as dataset to be fed back in...

=—L°  Stat-JR: to re-cap...

prompts user Stat-JR writes
i Function
Template forinput commands, etc., performed Results of
— % P function
+ ted -
requeste produced
Dataset function ; ‘
, (Ifappllcable) .................................... .
external Results 1
e e coftware | Model: :
imyModel<— glm (normexam~ opened, run ‘! DIC: 9766.506 i
iSummary (myModel) i : ! ! : p ters: i
i1 ! Select Open Worksheet | : then closed ;i rarameters: |
iplot (myModel,1) | : . : ’ ‘! Betal: 0.594 .ot
T i Select datafile.dta 5 with results P oeaLuoIn
Select Equatlf_?_s_--f-tgmf- returned to : Results Charts
---------------- E Stat-JR.
Scripts Macros Equations Point & click : tables.

AN IEM® COMPANY

instructions : EEE

normexam; ~ N(u;,o”)
n; = Bycons;
Gy x 1
r ~ ['(0.001, 0.001)

-
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-
-
-
-
-
-
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— % P function
+ ted -
requeste produced
Dataset function ; ‘
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external Results 1
e e coftware | Model: :
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iSummary (myModel) i : ! ! : p ters: i
i1 ! Select Open Worksheet | : then closed ;i rarameters: |
iplot (myModel,1) | : . : ’ ‘! Betal: 0.594 .ot
T i Select datafile.dta 5 with results P oeaLuoIn
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———
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| Select datafile.dta

Scripts
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_________
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instructions
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(If applicable)
external
software
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Results of

function i
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Results 1
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. Betal: 0.sgﬂ_________,_--------:
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S ! Select Open Worksheet | : then closed arameters. |
‘fprint summary of the | : ] : ’ Betal: 0.594 . .mr-——ri
S i Select datafile.dta : with results et UoIt
select Equat_lff_s___f.tgmf- 5 returned to Results Charts
-------------------- Stat-JR. Eg tables
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Stat-JR:TREE

Histogram Ready (1s)

Values:

normexam remove

Number of bins:

15 remove

Download Add to ebook

@ Current input string: {'vals": 'normexam’, 'bins": "15%}

© Command: RunStatJR(template="Histogram’, dataset="tutorial', invars = {'vals': 'normexam’, 'bins": '15'}, estoptions

=0

histogram.svg |E Popout

800 | |

700
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Stat-JR:TREE

Histogram Ready (1s)

Values:

normexam remove

Number of bins:

15 remove

Download Add to ebook

@ Current input string: {'vals": 'normexam’, 'bins": "15%}

© Command: RunStatJR(template="Histogram’, dataset="tutorial', invars = {'vals': 'normexam’, 'bins": '15'}, estoptions

=0

histogram.svg |E Popout

800 | |

700

600}
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normexam remove

Number of bins:

15 remove

S BEREEEl  Add to ebook

© Current input str@onﬂexam-1 'bins": '15%

© Command: RunStatJR(template="Histogram’, dataset="tutorial', invars = {'vals': 'normexam’, 'bins": '15'}, estoptions
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Stat-JR:TREE

Histogram Ready (1s)

Values:

normexam remove

Number of bins:

15 remove

Download Add to ebook

@ Current input string: {'vals": 'normexam’, 'bins": "15%}

© Command: RunStatJR(template="Histogram’, dataset="tutorial', invars = {'vals': 'normexam’, 'bins": '15'}, estoptions

=0
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Stat-JR:TREE

Histogram Ready (1s)

Values:

normexam remove

Number of bins:

15 remove

Download Add to ebook

@ Current input string: {'vals": 'normexam’, 'bins": "15%}

© Command: RunStatJR(template="Histogram’, dataset="tutorial', invars = {'vals': 'normexam’, 'bins": '15'}, estoptions

=0
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# Copyright (c) 2013, University of Bristol and University of Southampton.

from EStat.Templating import Template

class TemplateHistogram(Template) :

'Produces a histogram from a column of data, with the number of bins chosen by the user.'

__version = '1.0.0"'

tags = [ 'Plots' ]

engines = ['Python script']

inputs = '"!'

vals = DataVector ('Values: ')

bins = Integer ('Number of bins: ')
T

pythonscript = '"'

from io import BytesIO

from matplotlib.figure import Figure
import matplotlib.lines as lines
from matplotlib.backends.backend agg import FigureCanvasAgg

import EStat

from EStat.Templating import *

fig = Figure (figsize=(8,8))

ax = fig.add subplot (100 + 10 + 1, xlabel = vals)
ax.hist(datafile.variables[vals]['data'], bins)

canvas = FigureCanvasAgg (fig)
buf = BytesIO()

canvas.print figure (buf, dpi=80, format='svg')

buf.seek (0) =
outputs|['histogram.svg'] = ImageOutput (buf.getvalue()) e
buf.close ()




# Copyright (c) 2013, University of Bristol

from EStat.Templating import Template

class TemplateHistogram(Template) :

'Produces a histogram from a column of data,

__version '1.0.0"

tags = [

engines

'Plots"' ]
['Python script']

- v

inputs

vals

= DataVector ('Values: ')

Integer ('Number of bins:

bins = ")

pythonscript

from io import BytesIO

from matplotlib.figure import Figure

import matplotlib.lines as lines

and University of Southampton.

with the number of bins chosen by the user.'

...can also find this
information by
looking in
template code
itself...

from matplotlib.backends.backend agg import FigureCanvasAgg
import EStat

from EStat.Templating import *

fig = Figure (figsize=(8,8))

ax = fig.add subplot (100 + 10 + 1, xlabel = vals)

ax.hist (datafile.variables[vals]['data'], bins)

canvas FigureCanvasAgg (fig)
buf BytesIO()

canvas.print figure (buf,

dpi=80,

buf.seek (0)
outputs['histogram.svg']
buf.close ()

format="svg')

ImageOutput (buf.getvalue())




# Copyright (c) 2013, University of Bristol and University of Southampton.

from EStat.Templating import Template

class TemplateHistogram(Template) :
'Produces a histogram from a column of data, with the number of bins chosen by the user.'

__version = '1.0.0"'

tags = [ 'Plots' ]

engines = ['Python script'] ...can also find this
information by

inputs = '"!'
vals = DataVector ('Values: ') . .
bins = Integer ('Number of bins: ') /C)C)ﬁ(l’?g] I’?

N template code
pythonscript = """ itse,_f,,.

from io import BytesIO

from matplotlib.figure import Figure
import matplotlib.lines as lines
from matplotlib.backends.backend agg import FigureCanvasAgg

import EStat

from EStat.Templating import *

fig = Figure (figsize=(8,8))

ax = fig.add subplot (100 + 10 + 1, xlabel = vals)
ax.hist(datafile.variables[vals]['data'], bins)

canvas = FigureCanvasAgg (fig)
buf = BytesIO()
canvas.print figure (buf, dpi=80, format='svg')

buf.seek (0) =
outputs|['histogram.svg'] = ImageOutput (buf.getvalue()) e
buf.close ()




# Copyright (c) 2013, University of Bristol and University of Southampton.

from EStat.Templating import Template

class TemplateHistogram(Template) :

'Produces a histogram from a column of data, with the number of bins chosen by the user.'

__version = '1.0.0"'

inputs = """
vals = DataVector ('Values: ')
bins = Integer ('Number of bins:

from matplotlib.figure import Figure
import matplotlib.lines as lines

from matplotlib.backends.backend agg import FigureCanvasAgg

import EStat

from EStat.Templating import *

fig = Figure (figsize=(8,8))

ax = fig.add subplot (100 + 10 + 1, xlabel = vals)
ax.hist(datafile.variables[vals]['data'], bins)

canvas = FigureCanvasAgg (fig)
buf = BytesIO()

canvas.print figure (buf, dpi=80, format='svg')

buf.seek (0) =
outputs|['histogram.svg'] = ImageOutput (buf.getvalue()) e
buf.close ()

')




# Copyright (c) 2013, University of Bristol and University of Southampton.

from EStat.Templating import Template

class TemplateHistogram(Template) :

'Produces a histogram from a column of data, with the number of bins chosen by the user.'

__version = '1.0.0"'

inputs = """
vals = DataVector ('Values: ')
bins = Integer ('Number of bins:

from matplotlib.figure import Figure
import matplotlib.lines as lines

from matplotlib.backends.backend agg import FigureCanvasAgg

import EStat

from EStat.Templating import *

fig = Figure (figsize=(8,8))

ax = fig.add subplot (100 + 10 + 1, xlabel = vals)
ax.hist(datafile.variables[vals]['data'], bins)

canvas = FigureCanvasAgg (fig)
buf = BytesIO()

canvas.print figure (buf, dpi=80, format='svg')

buf.seek (0) =
outputs|['histogram.svg'] = ImageOutput(buf.getvalue())i::::ZV'

bur. crose{

')




# Copyright (c) 2013, University of Bristol and University of Southampton.

from EStat.Templating import Template

class TemplateHistogram(Template) :

'Produces a histogram from a column of data, with the number of bins chosen by the user.'

__version = '1.0.0"'

inputs = """
vals = DataVector ('Values: ')
bins = Integer ('Number of bins:

from matplotlib.figure import Figure
import matplotlib.lines as lines

from matplotlib.backends.backend agg import FigureCanvasAgg

import EStat

from EStat.Templating import *

fig = Figure (figsize=(8,8))

ax = fig.add subplot (100 + 10 + 1, xlabel = vals)
ax.hist(datafile.variables[vals]['data'], bins)

canvas = FigureCanvasAgg (fig)
buf = BytesIO()

canvas.print figure (buf, dpi=80, format='svg')
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—
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var response -

varZ | (8




Practical 1...

Accessories > Command Prompt
cd /d c:\Users\your _username
mkdir .statjr

Open E:\tree

(Best in Chrome, so open Chrome & copy address across from Internet
Explorer)

Open Settings (in black bar at top of browser)
Find “Location of G++ compiler (Windows only)”
Change this to:

E:\MinGW\bin

Press Set
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8 Chapter 3

A key to assist in your choice of statistical test

Starting at step 1 in the list above move through the key following the path that
best describes your data. If you are unsure about any of the terms used then
consult the glossary or the relevant sections of the next two chapters. This is not
a true dichotomous key and at several points there are more than two routes or
end points.

There may be several end points appropriate to your data that result from
this key. For example you may wish to know the correct display method for the
data and then the correct measure of dispersion to use. If this is the case, go
through the key twice.

All the tests and techniques mentioned in the key are described in later
chapters.

Italics indicate instructions about what you should do.

Numbers in brackets indicate that the point in the key is something of a com-
promise destination.

There are several points where rather arbitrary numbers are used to deter-
mine which path you should take. For example, I use 30 different observations Dytham, C (2010)
as the arbitrary level at which to split continuous and discontinuous data. If . .
your data set glls close to this level Sou should not feel constrained to take one Choosi ng & Usi ng

path if you feel more comfortable with the other. Statistics: A
Biologist’s Guide.

1 Testing a clear hypothesis and associated null hypothesis (e.g. H, = 25 Hoboken, NJ:
blood glucose level is related to age and H, = blood glucose is not Wiley-Blackwell
related to age).
Not testing any hvpothesis but simply want to present, summarize 2 =
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1 Testing a clear hypothesis and associated null hypothesis (e.g. H, = 25
blood glucose level is related to age and H, = blood glucose is not &
related to age).
Not testing any hypothesis but simply want to present, summarize 2
or explore data.

2 Methods to summarize and display the data required. 3
Data exploration for the purpose of understanding and getting a 60
feel for the data or perhaps to help with formulation of hypotheses.

For example, you may wish to find possible groups within the data
(e.g. 10 morphological variables have been taken from a large
number of carabid beetles; the multivariate test may establish
whether they can be divided into separate taxa).

3 There is only one collected variable under consideration (e.g. the 4
only variable measured is brain volume although it may have been
measured from several different populations).

There is more than one measured variable (e.g. you have measured the 24
number of algae per millilitre and the water pH in the same sample).

4 The data are discrete; there are fewer than 30 different values (e.g. 5
number of species in a sample).

Dytham, C (2010)
Choosing & Using
Statistics: A
Biologist’s Guide.
Hoboken, NJ:
Wiley-Blackwell

01 ° 1 l o




ogn: - -00

The data are continuous; there are more than 29 different values
(e.g. bee wing length measured to the nearest 0.01 mm).
(Note: the distinction between the above is rather arbitrary.)

5 There is only one group or sample (e.g. all measurements taken
from the same river on the same day).
There is more than one group or sample (e.g. you have measured
the number of antenna segments in a species of beetle and have
divided the sample according to sex to give two groups).

6 A graphical representation of the data is required.
A numerical summary or description of the data required.

7 A display of the whole distribution is required.
Crude display of position and spread of data is required: use a box
and whisker display to show medians, range and inter-quartile range,
page 49 (also known as a box plot).

8 Values have real meaning (e.g. number of mammals caught per night).
Values are arbitrary labels that have no real sequence (e.g. different
vegetation-type classifications in an area of forest).

9 There are fewer than 10 different values or classifications: draw a
pie chart, page 52. Ensure that each segment is labelled clearly and
that adjacent shading patterns are as distinct as possible. Avoid using
three-dimensional or shadow effects, dark shading or colour. Do not
add the proportion in figures to the ‘piece’ of the pie as this information
is redundant.

There are 10 or more different values or classifications: amalgamate
values until there are fewer than 10 or divide the sample to produce
two sets each with fewer than 10 values. Ten is a level above which it
is difficult to distinguish different sections of the pie or to have
sufficiently distinct shading patterns.

10 There are more than 20 different values: amalgamate values to
produce around 12 classes (almost certainly done automatically by

16
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Dytham, C (2010)
Choosing & Using
Statistics: A
Biologist’s Guide.
Hoboken, NJ:
Wiley-Blackwell
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Building a Statistical Analysis Assistant
From 1987...

Pregibon, D. (1987) “Incorporating Statistical Expertise into
Computer Software”. 2" International Tampere Conference in Stats.



Building a Statistical Analysis Assistant
From 1987...

Daryl Pregibon: "Incorporating statistical expertise into computer software”"

We’re not going to be successful in
implementing expertise [which
depends on understanding] the

context of the problem... this is what

humans are so good at, and

‘ computers are so bad at: common

s g st e g s sense reasoning, knowing how to

interact with the subject matter — we

can’t teach a computer that much.

Pregibon, D. (1987) “Incorporating Statistical Expertise into
Computer Software”. 2" International Tampere Conference in Stats.



Building a Statistical Analysis Assistant
...to 2015

From 1987...

Daryl Pregibon: "Incorporating statistical expertise into computer software”"

Daryl Pregibon: "Incopporating statistical expertise into computer software”

P i 4) 102s/2643

Pregibon, D. (1987) “Incorporating Statistical Expertise into
Computer Software”. 2" International Tampere Conference in Stats.

As scated in the open lecrer, che
imcelligence parc of AT’ as ic is curently

practiced, celaces to statistical and ecomomsic

necions of racienalicy - colloquially, the abilicy

to make good decisions, plans, or inferences’
And, accoeding to Superintelligence auchor
Mick Bostrom, in this contexe the ideal

is thar of the perfect Bapesian agent, ane
thar makes peobabilistically opeimal nse of
available information”

The Bayesian ideal ‘constitutes a kind
of cpeimality notion.” Bestram said. e
specifies what an ideally rational agenc would
do. Such a thing might be computarianally
intractable to achieve, bur it creates an ideal
against which one conld measure praceicable
systems; one can see how far they deviace
from this ideal, and one can consider foc some
prossible change to any actual sysem whether
it wonld take it closer to the Bayesian ideal ar
farther away”

Now consider again the AT masked with
creating a million paperclips. One might
thinks that it weald stop manufacruring the
chjects onoe its goal had been reached. Bur
there iz a problem, according to Bestrom: " TF
the Alis 2 sensible Bayesian agent it would
never assign exactly zero peobability o che
hypothesis that it has nor et achizved irs goal
— this, after all, being an empirical hypothesis
against which the AT can have only uncertain
percepnul evidence,

“The AT should therefors conrinue
to malee paperclips in order to reduce the
(perhaps astronomically small) probabilicy
thar it has somehow failed to make ar
leastamillion of themn, all appearances
neewithstunding, There iz noching to be
lest by continuing paperclip peoduction and
thera ::;Jurays ar |east some microscopic
probabality i increment of achisving irs final
goal ro be artaine

This might e frusrating more than
frightening, at least to begin with, Warry only
secs in when the AT srares devoting moce and
maore of Earth's dwindling resources m the
crearion of ever more paperclips.,

‘Are such concerns overblown? Perhaps.
But Google's Peter Norvig (anather signarocy
to the open lerter) thinks Bosrom is right r
be worried abour unincended consequences.

The Automatic
Statistician

A Q&A with Zoubin Ghahramani discussing
his Google-backed project to create an
artificial intelligence for dara science

Las( year, Zoubin Ghahramani wan
$750 000 in research funding from
Google. The money came as  no-strings-
attached denation to supparta project l:-e'xng
led by Ghahraman, professor of

appropriae complety of a model gven the
dara available; 'm chinking of tacls from
Bayesin nonparametrics, and ideas such

as the nurguu“d\'gl.\.l‘xmd (Bayesian medel
wvid lidaticn. Putting these

engineering in the Unirersicy of Cambridge
Machine Learning Group.

‘The prejece ia called the Auramatic
Stariscician. It aims to produce an arihcial
ntelligence for searisrics and daa science, one
chat can auromate the peocsas of searisrical

model selection, data analysis and reporting.

‘What inspired the Aucomatic
Statistician project, and how
has the idea evolved since its
initial conception?

T've had a long-standing interestin
peobabilistic modelling, and in particular in
Bapesian model selection, One of the hardest
chings when confroneed with new dara is to
know what kinds of moclels to apply. Each
individual researcher may have a small sec
of modelling tmols at his cc her disposal
and limited parience to implement and rest
diffecent models. Foe almosca decade, T had
chis idea thar it woukd be really interesting
and useful o developan online ool where
one could upload dara and a compurer could
ey to develop and test models for the data,
reporting back what it had discovered.

A nice hing about probabilsi

"I we bl systerna chat are game-th
oc urility marimisers we won' gee what wee
beping o get. Itk the three wishes om che
genie probler. The genie technicaly delivers,
baticisn't what we really want”

14

dels s thar they are coepositionl,in

the sene that yos e b rmor cornplex
models aur of simpler anes, ke bailding
complex chjects our of Lege bricks, Statisties
peovides excellent mechods o deternine che

eas mg,dm alecg with the explosion of
intecest in so-called big dara” and the Hara
sciences and the demand for expertise in
daca analysis, created che perfict scorm foc

the Autoematic Sratiscician. What really go it
eing was warking with three beillant PhD
srudanca: James Llopd, David Durenand, and
Foger Girosse.

The projece started by lacking at
anromatically determining the kernel {or
covarian ce Ranerion] for Gaussian process
nolinear regression by composing tgethee
simpler kernels. We then moved on o locking

Zaubin Ghahramani (right), with ressarch aszociste
Jmnes Linyel: “We'd really Like o provide a toal

that iz useful ta many pecple. Tt should help drbs
scientists and statisticians become mare procuctive”

Ghahramani, Z (2015) The Automatic Statistician.
Significance, 12(1), 14-15.
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Block 56 None

Block 57 None

2500

Frequency

vrand

Block 58 ProcedureCall(#2 univariate - categorical - summary, Variable(i))
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Correlation coefficient; 0,59



Block 62 None

Correlation coefficient; 0.59
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Block 63 ProcedureCall(#3 bivariate - continuous by continuous - summary, Variable(response),Variable(i))
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Block 67 None

Correlation coefficient; 0,29
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Block 96 None

Block 97 None

Variable summarised: normexam wrband =1 wrband =2 vrband =3
M 176 2344 538
Number of missing values [i] [i] [i]
Mean 0.735631882144 -0 141858572721 -0.58982 4471858
Median 0.T4TZ2TT2R38T -0.123084876504 -1.02503680107
Min -2.23172 -2.TE2EE
Masx 366809 27018 1.68181
5D 1. BE60ST 0.82T0E8 0831328
1GR 1.118583 1102174 1.108852

Block 98 ProcedureCall(#4 bivariate - continuous by categorical - summary, Variable(response) Variable(i))



‘ariable transformation explanatory text

Performing the transformations

Here's how the transformations vou asked for were calculated.

Log transformation

since standlrt; has values equal to or less than zero, a constant was first added prior to the log-transformation (it's
not possible to get log values for negative numbers nor for zero). Here a constant was added to bring the minimum
value up to 1 {and thus the log-transformed minimum value is 0}, athough we could have chosen other constants. In
the outputted dataset, the transformed variable appears as loge_standlrt_plus_cons.

loge_standlrt_plus_cons; = In(standlrt; + 1 + |standlrtg,|)
loge_standlrt plus cons; = In(standlrt; + 1 + 2.035)
loge_standlrt plus_cons; = In(standlrt; + 3.935)

Square root transformation

since standlrt; has negative values, a constant was first added prior to the square-root-transformation (there's no
square-root for negative values). Here we've just added the absolute value of the minimum value of standlrt, so that
the mimimum value prior to sguare-root-transformation is now zero (but we could have used a different constant). In
the outputted dataset, the transformed variable appears as sqri_standlri_plus_cons.

sqrt_standlrt _plus_cons; = V{ standlrt; + |standlrtgy,|

sqrt_standlrt_plus cons; = .\,.-“’ standlrt; + 2.935
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Performing the transformations

Here's how the transformations vou asked for were calculated.

Log transformation

since standlrt; has values equal to or less than zero, a constant was first added prior to the log-transformation (it's
not possible to get log values for negative numbers nor for zero). Here a constant was added to bring the minimum

value up to 1 {and thus the log-transformed minimum value is 0}, athough we could have chosen other constants. In
the outputted dataset, the transformed variable appears as loge_standlrt_plus_cons.

E.g. talking user
through some
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they may consider...

loge_standlrt_plus_cons; = In(standlrt; + 1 + |standlrtg,|)
loge_standlrt plus cons; = In(standlrt; + 1 + 2.035)
loge_standlrt plus_cons; = In(standlrt; + 3.935)

Square root transformation

since standlrt; has negative values, a constant was first added prior to the square-root-transformation (there's no
square-root for negative values). Here we've just added the absolute value of the minimum value of standlrt, so that
the mimimum value prior to sguare-root-transformation is now zero (but we could have used a different constant). In
the outputted dataset, the transformed variable appears as sqri_standlri_plus_cons.

sqrt_standlrt _plus_cons; = V{ standlrt; + |standlrtgy,|

sqrt_standlrt_plus cons; = .\,.-“’ standlrt; + 2.935
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Block 16 OutputObject(mcmctext)

MCMC estimation methods are simulation based which means that rather than a point estimate (and accompanying standard error) for esch parameter
they instead produce 3 {dependent) chain of valuss from the postenior distribution of the paramsetern In fact in Stat-JR several chains are run from

dif fering starting waluss! random number se=ds and so for 2ach parameter we have several chains of valees that can be combined to summarnize the
parameter. For parameter beta_ 1 we can first ook at the postenior mean which has vales 0.563 and standard deviation of the chain which has valus
0.0125 and plays the role of standard emmor for the parameter. We might also consider the postenior median which has valus 0.582 a5 an altemative if the
distribwtion is not symmetric. Hare the median iz closs to the mean 3= the postenor is rezsonsbly symmetric. We can use the guantiles of the distribution
and =0 we === 3 35% credible interval for beta_ 1 iz 0.535 to O 5BE. We can ook at the 3 chains for the parameter bets 1and we can also look at kemsl
density plots {which are like smoothed histograms) of the 3 chains on 3 single plot:

Parameter traces Kernel Density
0.62 : ; 30 . .
0.60 s
- 20l | | ...and more complex
i 0.58 [ examples, such as
y u . .
- = 15f 1 | explaining elements
- i
3 056 E of MCMC estimation
% 10} .
I
.54 5
0.52 1 1 0 1 1 1 1
0 500 1000 1504 2000 050 0532 034 056 058 080 Q.62
stored update parameter valug

Ciwe to the natwrs of MCMC slgorthms wpdsting parameters in s2parate steps thers is some depandance in the parameter chains produced. One way of
inwestigating this is to look at suto-correlation functions {acf) for the chains. Ezsentislly an acf examines how comelated 3 chain of values is with 3
similar chain shifted by a number of iterations {the lag). We can plot such a function for 3 senes of lags a5 shown below.
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Using Stat-JR tools to add functionality and content:
many ways to skin proverbial cat...

Achieving many of the key operations via
workflow blocks...

Select dataset | Retrieve (53 from Block Output modelparameters_dtan
Setinput (| & EED» = | «ETD»

S expr | abs(mean/sd) |

LTI outdata |0 |SSNER T Zscore _table |2

Template -‘“”

LT 2score_table |2

set RS to | " Extract
Table Retrieve from Block Output

Row (3]
Column 149 »

o (1,96

do Comment [ (] create text with ' The variable |-
(1 ")

_ has a significant effect. -2

else | comment (2] create text with " The variable |-
[ ]

% does not have a significant effect. |.2/




Using Stat-JR tools to add functionality and content:
many ways to skin proverbial cat...

Achieving many of the key operations via
workflow blocks...

Select dataset | Retrieve (53 from Block Output modelparameters_dtan
SV outcol [l zscore [ |
Set Input | ¢ BT »? | = ("¢ abs(mean/sd) |2/ .

S0 outdata o || 1 zscore_table |
Template T Calculate |2
SIS 7score_table E20

set RS to | " Extract
Table Retrieve from Block Output

Row (3]
Column 149 »

o (1,96

es Comment [ (] create text with ' The variable |-
(1 ")

_ has a significant effect. -2

else | comment (2] create text with % The variable |2
[ ]

| does not have a significant effect. |1
The variable avslrt has a significant effect.




Using Stat-JR tools to add functionality and content:
many ways to skin proverbial cat...

Achieving many of the key operations via
workflow blocks...

Select dataset | Retrieve (53 from Block Output modelparameters_dtan
Setinput (| & EED» = | «ETD»

S expr o | abs(mean/sd) ||

LTI outdata |0 |SSNER T Zscore _table |2

Template -‘“”

SIS 7score_table E20
1 zscore + FMl

Extract

Table Retrieve from Block Output
Row (3]
Column [ €€ »

(0] zscore - I > * Ji1.96 ]
PP The variable EL
=

do
. has a significant effect. -

(&) create text with " The variable -
=

% does not have a significant effect. |.2/

Comment [ (] create text with

€lse | comment

@iable avsirt has a significanteffE

Putting it all in one template (orin a
supertemplate)...

outvar = abs (mean/sd)

retval.nobs = len(localvars[localvars.keys()[0]])
for k in localvars.keys{():
retval.addvariable (k, data = localvars[k])

retval.addvariable (outcol, data = outvar)
outputs[str (outdata)] = retval

html = ""
for i in range (0, len (outvar)):
if str(variable name[i]) != "--":
if outvar([i] > 1.96:
html += "<p>The variable <strong>" +
str(variable name[i]) + "</strong> has a significant
effect.</p>"
else:
html += "<p>The variable <strong>" +
str(variable name[i]) + "</strong> does <em>not</em>
have a significant effect.</p>"

outputs|['ztext']
text')

-
-
T -
——
-

= HTMLOutput (html,

————
-

~.

~~~~~
~~ -
---------



Using Stat-JR tools to add functionality and content:
many ways to skin proverbial cat...

Achieving many of the key operations via
workflow blocks...

Select dataset | Retrieve (53 from Block Output modelparameters_dtan
[ outcol 22— Zscore ||

~expr |0 abs(mean/sd) ||

[ outdata -/ | — "1 zscore_table |/

i“@ﬁﬂﬂﬂ?”

SIS 7score_table E20
1 zscore + FMl

Set Input
Set Input

Set Input

Template

Extract

Table Retrieve from Block Output
Row (3]
Column [ €€ »

" The variable |-
=

Comment
. has a significant effect. -

(&) create text with " The variable -
=

% does not have a significant effect. |.2/

(] if

do (&) create text with

Comment

Putting it all in one template (orin a
supertemplate)...

outvar = abs (mean/sd)

retval.nobs = len(localvars[localvars.keys()[0]])
for k in localvars.keys{():
retval.addvariable (k, data = localvars[k])

retval.addvariable (outcol, data = outvar)
outputs[str (outdata)] = retval

html = ""
for i in range (0, len (outvar)):
if str(variable name[i]) != "--":
if outvar([i] > 1.96:
html += "<p>The variable <strong>" +
str(variable name[i]) + "</strong> has a significant
effect.</p>"
else:
html += "<p>The variable <strong>" +
str(variable name[i]) + "</strong> does <em>not</em>
have a significant effect.</p>"

outputs|['ztext']
text')

= HTMLOutput (html,

~.
~—
~———

@iable avsirt has a significanteffE

The variable cons does not have a significant effect.

The variable standirt has a significant effect.
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Using Stat-JR tools to add functionality and content:
many ways to skin proverbial cat...

Achieving key operations via XPath queries in
eBook html documents...

<ul>

<li class="deep dynamic_hidden" data-deep-showon="template2-out-
summary" data-deep-

expression="//row[@row="'beta 0']/element[@col="Mean'] ">The mean for
<strong>\ (\beta 0\)</strong> is<strong>

<span class="deep dynamic output" data-deep-id="template2-out-
summary" data-deep-
expression="round (1000* (//row[C@row="'beta 0']/element[@col="Mean']))
div 1000"></span>

(<span class="deep dynamic output" data-deep-id="template2-out-
summary" data-deep-
expression="round (1000* (//row[@row="beta 0']/element[@col='Std']))
div 1000"></span>)</strong>:

<p class="deep dynamic hidden" data-deep-showon="templateZ-out-
summary" data-deep-

expression="//row[Q@row='beta 0']/element[@col='Mean'] >
//row[@row='beta 0']/element[@col="Std']*1.96 or

//row[@row='beta 0']/element[@col="Mean'] <

//row[@row='beta 0']/element[@col="Std']*(-1.96) ">

this value <strong><font color="green">is
significant</font></strong>.

</p>

<p class="deep dynamic hidden" data-deep-showon="templateZ-out-
summary" data-deep-

expression="not (//row[@row='beta 0']/element[@col='Mean'] >
//row[@row="'beta 0']/element[@col="Std"']*1.96 or

//row[@row="'beta 0']/element[@col="'Mean'] <
//row[@row="'beta 0']/element[@col="Std']*(-1.96)) ">
this value is <strong><font color="red">not
significant</font></strong>.

</p> Ptag
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Achieving key operations via XPath queries in
eBook html documents...

<ul>

<li class="deep dynamic hidden" data-deep-showon="template2-out-
summary" data-deep-

expression="//row[@row="'beta 0']/element[@col="Mean'] ">The mean for
<strong>\ (\beta 0\)</strong> is<strong>

<span class="deep dynamic output" data-deep-id="template2-out-
summary" data-deep-
expression="round (1000* (//row[C@row="'beta 0']/element[@col="Mean']))
div 1000"></span>

(<span class="deep dynamic output" data-deep-id="template2-out-
summary" data-deep-
expression="round (1000* (//row[@row="beta 0']/element[@col='Std']))
div 1000"></span>)</strong>:

<p class="deep dynamic hidden" data-deep-showon="templateZ-out-
summary" data-deep-

expression="//row[Q@row='beta 0']/element[@col='Mean'] >
//row[@row='beta 0']/element[@col="Std']*1.96 or
//row[@row='beta 0']/element[@col="Mean'] <

//row[@row='beta 0']/element[@col="Std']*(-1.96) ">

this value <strong><font color="green">is
significant</font></strong>.

</p>

<p class="deep dynamic hidden" data-deep-showon="templateZ-out-
summary" data-deep-

expression="not (//row[@row='beta 0']/element[@col='Mean'] >
//row[@row="'beta 0']/element[@col="Std"']*1.96 or

//row[@row="'beta 0']/element[@col="'Mean'] <
//row[@row="'beta 0']/element[@col="Std"']*(-1.96)) ">

this value is <strong><font color="red">not
significant</font></strong>.

</p> g
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[ Firctox > | EC RS- — -
) a- localho c Al B @~ =~

EStat E-Book reader

Multilevel modelling with the 'tutorial' dataset

Finished
—Previous 1 2 3 | 4 5  Nex— Go to page
Results summary
B-Oveniew
©The tutorial dataset

ErExploring the tutorial
dataset

Here you'll find a table of summary statistics for your model.

Just to help you, though, we've plucked out estimates of the effects of the explanatory variables you've chosen, and tested their
Si0Nifi CA0Cadk imiilieg rough means of model selection: we havent, for example, returned the p-value for you, but will seek to do
o= we further develop this eBook

Summary table g * The mean for g is -0.099 (0.045):

this value is significant.

* The mean for B; is 0.563 (0.018):

Densitypfpt this value is significant.
XY plot * The mean for 8, is 0.17 (0.031)
Your choict this value is significant.

* The mean for B3 is -0.005 (0.025):
this value is not significant.

Cross-tabulation

Hodelling the dataset

m

Parameter estimates: table

Modelling one or two
levels?

lé"Corrmarng a 1-level

and 2-level model parameter mean sd ESS
I
References beta_0 -0.08850 0.04515 a4
-E'F-Exp\oring explanatory

variables beta_1 0.56270 001829 562
Summary table of beta_2 0.17024 0.02106 308
tutorial dataset
Choasing vour beta_3 -0.00536 0.02452 570
explanatory variables S 2
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Working with a range of social scientists...

e ...we ask them to choose a quantitative research
guestion they have investigated...

e ...and then work with them to develop it into an
interactive case study using Stat-JR.

* User will be able to interact with this resource: e.g.
investigating alternative avenues the analyst may
have taken.

* Aim is to help demystify the process of quantitative
research, and shed light on the day-to-day decisions
working analysts make.
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e ...as even this simple analysis shows, the path taken
when investigating a quantitative research question
can be a convoluted one!

* Workflow interface may help abstract main
elements, and illustrate how its components fit
thematically together.

* Workflow environment will eventually be integrated
into our eBook interface.



Number of scholarly articles found in the most recent complete year (2014)
for each software package.
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Change in the number of scholarly articles using each software in the most
recent two complete years (2013 to 2014). Packages shown in red are “hot”
and growing, while those shown in blue are “cooling down” or declining.

Analytics Software with at Least 100 Articles

Python

KNIME -

SPSS Modeler

Stata -

RapidMiner

Hadoop -

JMP

R_

NCSS

MATLAB -

Statistica

Minitab -

Weka

Systat-

C, C++ or C#

Java-

BMDP

Statgraphics -

Salford Systems
Enterprise Miner

SAS
SPSS Statistics

L

-30 <25 -20 15 <10 -5 0 5 10 15 20 25 30
Percent Change in Scholarly Articles from 2013 to 2014

Muenchen, RA.

The Popularity of Data
Analysis Software
http://r4stats.com/articl

es/popularity/



The number of scholarly articles found in each year by Google Scholar. Only
the top six “classic” statistics packages are shown

200000 a

2]

T

% Software

i

3 150000 ¥ SAS

o =& SPSS
2 -

(3 100000 " Stata

'E == Statistica
E = Minitab
£ 50000

=

< Muenchen, RA.

i The Popularity of Data
0 Analysis Software

'19|95 2000 QDIUE 2010 http://r4stats.com/articl
Year es/popularity/
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Module 3 (Practice): Multiple Regression
P3.1 Regression with a Single Continuous Explanatory Variable

P3.1 Regression with a Single Continuous
Explanatory Variable

We will begin by looking at the relationship between attainment (SCORE) and

cohort (COHORT90). Has attainment changed over time and, if so, is the trend

linear?

P3.1.1 Examining the data

To access the data files associated with this tutonal, you must have an account
with LEMMA_ To open the first data file,

From within the LEMMA Learning Environment

= (o to Module 3: Multiple regression, and scroll down to 7' * - MLwiN Datafiles
= If you do not already have MLwiN to open the datafile with, click (get MLwiN)_

= Click & 3.1.wsz”

When the worksheet is opened, the filename will appear in the title bar of the
main window_ The Names window will also appear, giving a summary of the data
in the worksheet:
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The MLwiN worksheet holds the data and other information in a series of columns,
as on a spreadsheet. There are initially named c1, c2, etc. but we recommend
that they be given meaningful names to show what their content relates to. This
has already been done in the worksheet that you have loaded.

Each line in the body of the Names window summarises a column of data. In the
present case only the first five of the 400 columns of the worksheet contain data.
Each column contains 33988 values, one for each student represented in the data
set. There are no missing values, and the minimum and maximum value in each
column are shown. It is possible to define a variable as categorical (we shall do
this later) and to add variable descriptions.
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The following window appears:

goto line 4
CASEID{ 33888) ISCDRE(SBBBE) ICOHOHTQU(339=|FEW\LE(33933) |SCLABE(33983J[ il
1[339.000 49.000 -6.000 0.000 2.000
2(3240.000 18.000 -6.000 0.000 3.000
3(3245.000 46.000 -6.000 0.000 4.000
4 346.000 43.000 -6.000 0.000 3.000
5]352.000 17.000 -6.000 0.000 3.000
G[353.000 29.000 -6.000 0.000 2.000
7[354.000 15.000 -6.000 0.000 3.000
8(361.000 15.000 -6.000 0.000 2.000
9(362.000 45.000 -6.000 0.000 3.000
10| 363.000 12.000 -6.000 0.000 1.000
11[6824.000 0.000 -4.000 0.000 1.000
12|6826.000 0.000 -4.000 0.000 3.000
13(6827.000 20.000 -4.000 0.000 2.000
14(6828.000 32.000 -4.000 0.000 1.000
15|6829.000 0.000 -4.000 0.000 2.000
16(6834.000 24.000 -4.000 0.000 3.000 -

Because there are only five variables in the data file, all columns can be seen.
When there are more variables, you can view any selection of columns,
spreadsheet fashion, as follows:

= Click the View button
= Select columns to view
= Click 0K

You can select a block of adjacent columns either by pointing and dragging or by
selecting the column at one end of the block and holding down “Shift” while you
select the column at the other end. You can add to an existing selection by
holding down “Ctrl” while you select new columns or blocks. Use the scroll bars of
the Data window to move horizontally and vertically through the data, and move
or resize the window if you wish. You can go straight to line 1000, for example, by
typing 1000 in the goto line box, and you can highlight a particular cell by pointing
and clicking. This provides a means to edit data.

Having viewed the data we will examine SCORE and COHORTS0, the variables to be
considered in our first regression analysis.
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