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SUMMARY

Multi-level models for estimating conditional and unconditional longitudinal growth norms are presented. The procedure involves transforming the original growth measurements to Normality and modelling these with a two-level random coefficient model. Growth norms for any desired time interval and function can be derived. Height and weight data are used for illustration. © 1997 by John Wiley & Sons, Ltd.
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INTRODUCTION

Tanner et al.¹ suggested the use of two types of norms for monitoring a child's growth, distance or size norms for growth attained and velocity norms for rate of growth. The norms typically are conditional on gender, age and nationality. To obtain more precision one may include extra variables. For example, Tanner et al.² published norms for British children's height at ages 2 to 9 allowing for the height of parents. Tanner et al.³ considered the birthweight of siblings in norms for birthweight.

Healy⁴ suggested a regression approach for measurements at age t conditional on age one year previously. The regression approach has been adopted by several authors. Cameron⁵ published conditional norms for growth in height of British children from 5 0 to 15 99 years of age. Berkey et al.⁶ presented conditional norms for length and weight in pre-school children of the Harvard Longitudinal Study in the U.S.A. Means, standard deviations and correlations at ages one year apart were provided for clinical application. With these statistics, and assuming Normality, conditional norms involving two given measurements can be derived.⁷ Cole⁸ presented conditional height velocity charts for children from the age of 1 month to 19 years using data from a French longitudinal study. He provided estimates of regression coefficients for measurements at ages one year apart and also for measurements two years apart. He extended the conditional norms for measurements that are not normally distributed by using transformed (z) scores which were obtained by the LMS method.⁹ As Healy⁴ has noted, the conditional norms show greater sensitivity than velocity norms and avoid wrongly ascribing abnormally low velocities in situations of high initial measurement.
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The principal drawback of both velocity and conditional norms is that they are based upon measurements made over predefined time intervals, typically either 10 or 20 years. This constraint makes them more complicated to use than the conventional growth chart especially in a clinic setting.

Norms for longitudinal data

In practical clinical situations, children will often present themselves at irregular intervals and may have three or more serial measurements. In the present paper we develop a procedure which allows children to be judged against norms appropriate to any number of serial measurements at an arbitrary set of ages. Before describing the procedure in detail we note two important consequences of having such a procedure. First, the complexity involved rules out the use of simple growth charts; the procedure requires computer software with which clinicians can interact. Secondly, when more than two serial measurements are involved, there are many possible ways of summarizing growth for the purposes of comparing a child against population standards. Thus, for example, with three serial measurements we could calculate an overall 'acceleration' or we could use the distribution of the last measurement conditional on the previous two, or we could calculate an average velocity. Indeed, we may wish to do all of these, but this does rise the issue of how we should characterize growth in such circumstances. The present paper does not attempt a full discussion of this issue, but we shall present examples and different characterizations and show that these lead to new ways of studying growth patterns.

For age related measurements Cole\(^9\) suggested using a Box–Cox transformation to smoothly transform a set of measurements to Normality by grouping and modelling the relationship of the variation and the skewness with age. Although originally proposed for cross-sectional data it can be applied to longitudinal data also. We review briefly this method, known as LMS, as developed subsequently by Cole and Green\(^8\) with the aim of producing transformed scores which, with respect to age, are conditionally Normal and unconditionally, for any given set of ages, have a multivariate Normal distribution. Another approach is that of Royston.\(^10\) The second stage of the procedure is to model this multivariate distribution as a two-level repeated measures structure. The third stage considers the distributions of the summary statistics required to establish longitudinal norms. An alternative single-stage approach\(^11\) is to construct a non-linear model for the original measurements which incorporates parameters which effectively define a Normalizing transformation. It is possible, in principle, to extend this approach to our situation, but there are considerable practical difficulties and we shall not consider this possibility further.

METHODS

Stage 1: Generating Normalized scores

The LMS method attempts to Normalize data by modelling the median, the coefficient of variation and the Box–Cox power curve to remove skewness from the data, as smooth functions of age, \(M(t)\), \(S(t)\) and \(L(t)\). Maximum penalized likelihood estimation is used for the estimates of \(M(t)\), \(S(t)\) and \(L(t)\), which are cubic splines with knots at each distinct value of \(t\). The three quantities provide the required norms \(C_{100\alpha}\) at age \(t\) by inserting the appropriate Normal equivalent deviate \(d_\alpha\) for tail area \(\alpha\), in the equation

\[
C_{100\alpha}(t) = M(t)[1 + L(t)S(t)d_\alpha]^{1/L(t)}.
\]
The equivalent score \( z \) in standard deviation units corresponding to a measurement \( y \) of a child thus can be obtained using the equation

\[
z = \{[y/M(t)]^{1/6} - 1\}/[L(t)S(t)].
\]

We refer to \( z \) as an 'empirical LMS' (ELMS) score. It corresponds to the standard deviation or 'z' score commonly used in the reporting of growth data.

**Stage 2: Fitting a two-level model to the Normalized scores**

If we assume that the LMS procedure provides Normally distributed scores then, using the ELMS score \( z_{ij} \) as response, we can construct a two-level model

\[
z_{ij} = \sum_{k=0}^{p} \beta_{k} x_{ij}^k + \sum_{k=0}^{q} u_{kj} x_{ij}^k + e_{ij}
\]

\[
E = \{e_{ij}\} \sim N(0, \sigma^2_e) \]

\[
U = \{u_{ij}\} \sim N(0, D_u)
\]

\( i = 1, \ldots, n_j; \quad j = 1, \ldots, m \)

where \( n_j \) is the number of level 1 units (measurement occasions) within the \( j \)th individual and \( m \) is the number of individuals. There are \( p \) fixed coefficients and \( q \) random coefficients. The first summation on the right hand side of (3) is the 'fixed' part of the model which is this case represents the average polynomial trend with age. We shall explore the Normality assumption in (3) further in the example we use to illustrate the procedure. In model (3) we assume that the level 1 residuals \( e_{ij} \) are distributed independently with constant variance. This latter assumption can be verified empirically and if necessary modified by fitting a model where, for example, the variance is allowed to depend on time (reference 12, Chapter 3). The independence assumption is likely to be violated where measurements are taken close together in time. For example, Goldstein et al.\(^1\)\(^3\) show that for height measurements made 3 months apart at the start of puberty, an autoregressive model is required. It is possible to extend (3) to include a dependency structure among the level 1 residuals and to incorporate the additional parameters in the construction of norms, but we shall not pursue this in the present paper.

It should be emphasized that modelling on the scale of the \( z_{ij} \) is statistically convenient since it allows us to characterize fully the multivariate data structure.

**Stage 3: Establishing the norms**

Using the final model parameter values we can calculate any required functions of the \( z_{ij} \) and estimate their population distribution. We are not restricted to a particular set of ages or number of measurements since, in principle, the joint distribution of any set of \( z_{ij} \) is entirely determined from (3). We note that while the modelling can be based upon longitudinal data covering a wide age range, norms are typically required for serial measurements over a relatively restricted age range and this is reflected in the following discussion and examples.
Conditional norms

Suppose we have three serial measurements on a subject and we wish to provide norms for the third measurement conditional on the first two. We standardize the $z_{ij}$ in (3) to have zero mean by subtracting the fixed part of (3). Then, for a measurement $z_{3j}$ at time $t_3$ with a measurement $z_{2j}$ at previous line $t_2$ and a further measurement $z_{1j}$ at $t_1, j = 1, 2, \ldots, m$, the conditional relationship can be written as the linear regression

$$z_{3j} = \beta_1 z_{1j} + \beta_2 z_{2j} + e_j$$

where the residual $e_j$ is assumed to be distributed as $\text{N}(0, \sigma_e^2)$. We have $E(z_{1j}) = E(z_{2j}) = 0$. Let $Z_i$ be a random vector of dimension $m \times 1$ containing the $z_{ij}$. We have

$$Z = \{Z_i\} \sim \text{N}(0, D)$$

where $D$ is a $3 \times 3$ covariance matrix determined by the parameters of the two-level model (3) and the values of the $\{t_i\}$.

We define the standardized, $\text{N}(0, 1)$, variable corresponding to $z_{3j}$ for the $j$th child conditional on $z_{1j}$ and $z_{2j}$ as

$$z_{3j}^* = \frac{z_{3j} - \beta_1 z_{1j} - \beta_2 z_{2j}}{\sigma_e}$$

where $\sigma_e^2$ is the residual variance obtained from (4). On substituting the observed (transformed) measurements we obtain the required standardized values or the equivalent percentiles.

Unconditional norms

Over a short time interval, growth rate can be taken to be constant and it can be estimated by the slope of the regression of two or more successive measurements on age. The slope will be a linear function of the measurements with coefficients depending upon the ages and its distribution can be obtained readily from the model parameter estimates. For longer intervals a quadratic can be used, the first and second derivatives providing estimates of velocity and acceleration. Again, these will be linear functions of the observed measurements. More generally, non-linear functions may be needed. Given the model parameters, the distributions of such quantities are most easily obtained by straightforward simulation, though many replicates will be needed to obtain precise estimates of extreme percentiles.

It would also be possible to produce conditional velocity (or acceleration) norms by regressing, say, the difference between two successive measurements on a set of previous measurements. There would seem to be little advantage in this, however, over the conditional norms described above.

Bivariate norms

The construction of norms for weight allowing for height has been much discussed. We can use our methodology to construct norms for weight conditional on current height, together with previous measurements of height and weight if required. For this purpose we need a bivariate response repeated measure model. We may write such a model as an extension of (3),
Table I. Numbers of measurements of height and weight for 91 boys

<table>
<thead>
<tr>
<th>Age</th>
<th>Height</th>
<th>Weight</th>
<th>Age</th>
<th>Height</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>75</td>
<td>75</td>
<td>10.5</td>
<td>84</td>
<td>84</td>
</tr>
<tr>
<td>2.5</td>
<td>76</td>
<td>76</td>
<td>11.0</td>
<td>86</td>
<td>85</td>
</tr>
<tr>
<td>3.0</td>
<td>90</td>
<td>90</td>
<td>11.5</td>
<td>83</td>
<td>82</td>
</tr>
<tr>
<td>3.5</td>
<td>86</td>
<td>86</td>
<td>12.0</td>
<td>82</td>
<td>82</td>
</tr>
<tr>
<td>4.0</td>
<td>89</td>
<td>87</td>
<td>12.5</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td>4.5</td>
<td>82</td>
<td>82</td>
<td>13.0</td>
<td>83</td>
<td>83</td>
</tr>
<tr>
<td>5.0</td>
<td>87</td>
<td>87</td>
<td>13.5</td>
<td>71</td>
<td>70</td>
</tr>
<tr>
<td>5.5</td>
<td>84</td>
<td>83</td>
<td>14.0</td>
<td>85</td>
<td>83</td>
</tr>
<tr>
<td>6.0</td>
<td>81</td>
<td>81</td>
<td>14.5</td>
<td>83</td>
<td>83</td>
</tr>
<tr>
<td>6.5</td>
<td>87</td>
<td>86</td>
<td>15.0</td>
<td>80</td>
<td>79</td>
</tr>
<tr>
<td>7.0</td>
<td>88</td>
<td>88</td>
<td>15.5</td>
<td>79</td>
<td>78</td>
</tr>
<tr>
<td>7.5</td>
<td>86</td>
<td>84</td>
<td>16.0</td>
<td>81</td>
<td>81</td>
</tr>
<tr>
<td>8.0</td>
<td>84</td>
<td>84</td>
<td>16.5</td>
<td>75</td>
<td>74</td>
</tr>
<tr>
<td>8.5</td>
<td>83</td>
<td>83</td>
<td>17.0</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>9.0</td>
<td>91</td>
<td>91</td>
<td>17.5</td>
<td>56</td>
<td>55</td>
</tr>
<tr>
<td>9.5</td>
<td>83</td>
<td>83</td>
<td>18.0</td>
<td>34</td>
<td>34</td>
</tr>
</tbody>
</table>

\[
 z_{ij} = \delta \left[ \sum_{t=0}^{q} \beta_{t} s_{ij} + \sum_{k=0}^{q} u_{k} s_{ij} + e_{ij} \right] + (1 - \delta) \left[ \sum_{t=0}^{q} \beta_{t} s_{ij} + \sum_{k=0}^{q} u_{k} s_{ij} + e_{ij} \right] \tag{7} 
\]

where the prime (') denotes the random variables associated with weight. The response vector consists of the complete set of weight and height measurements, hierarchically ordered so that the two measurements are nested within each measuring occasion and measuring occasions are nested within subjects. The indicator variable \( \delta \) is 1 if the response is a weight measurement and 0 if height. From this model we can estimate the joint distribution of height and weight measurements and thus derive norms for any function of these measurements as before. For a more detailed description of this model, and the more general multivariate one, and how they can be fitted within a repeated measures structure, see Goldstein (reference 12, Chapter 6).

EXAMPLES

The data used to illustrate the methodology consist of 91 males from the Edinburgh Longitudinal Study, initiated in 1972. These are known to be chromosomally normal as they were born at a time when the Medical Research Council was conducting a new-born cytogenetic survey.\(^{15}\) The children were measured 3-monthly during the first year of life and twice-yearly thereafter. The data used to illustrate the procedure in the present paper cover ages from 2 to 18.5 years. The number of measurements in each age group is given in Table I. We present separate results for height and weight and for a bivariate modelling of weight and height.

The ELMS scores were computed using software provided by Dr. T. Cole. Using these scores, Table II gives the two-level model estimated with the MLn software package.\(^{16}\) Various models with different values of \( p \) and \( q \) in (3) and (7) were explored using standard likelihood ratio tests to
chose a final model which was an adequate fit to the data. No serious convergence problems were experienced during the fitting of these models.

These two-level models show that the means of the normalized scores are not significantly different from zero so that no fixed part is in fact needed in these models. As a check estimates of the standard deviation of the ELMS scores by age have been compared with those obtained directly using standardized scores for each one year age group. The difference between the estimates within age groups is small, being no greater than 6 per cent. We have also studied the year on year correlations based on the ELMS scores and these correspond closely to those reported by other studies.\textsuperscript{1-7,14,17} We note, however, that the ELMS scores are transformations of the raw scores. Since the raw scores tend to have skewness, transformation to Normality will tend to decrease the correlations, which is what occurs. Equation (2) or a similar conversion formula can be used to convert measurements to ELMS scores or vice versa.

Using the norms

To illustrate the methodology we shall consider sample measurements approximately one year apart but the procedure is quite general (see discussion).

We have chosen a tall boy (number 303) for whom we wish to calculate a standardized score for a measurement at age 11-65 years conditional on the previous three measurements and also velocity and acceleration estimates for the same period. Table III gives his age, height measurements and corresponding ELMS scores, the final one lying above the 99th centile. In Table IV standardized scores for conditional norms, average velocity and average acceleration are given, with clear differences being apparent. Conditional norms can also be presented on the original scale of height using (1), and Table V illustrates the use of this conversion by presenting the percentile in terms of height at 11-65 years, conditional on one, two or three year previous measurements.

Table III. Data for boy number 303

<table>
<thead>
<tr>
<th>Age</th>
<th>Height (cm)</th>
<th>ELMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.50</td>
<td>152.7</td>
<td>3.40</td>
</tr>
<tr>
<td>9.51</td>
<td>157.9</td>
<td>3.27</td>
</tr>
<tr>
<td>10.52</td>
<td>162.7</td>
<td>3.14</td>
</tr>
<tr>
<td>11.65</td>
<td>167.7</td>
<td>2.91</td>
</tr>
</tbody>
</table>

Table IV. Standardized scores for the height at 11.65 years in Table III

<table>
<thead>
<tr>
<th>Number of previous measurements</th>
<th>Value</th>
<th>Percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditional norm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>-0.72</td>
<td>24</td>
</tr>
<tr>
<td>Two</td>
<td>-1.28</td>
<td>10</td>
</tr>
<tr>
<td>Three</td>
<td>-1.18</td>
<td>12</td>
</tr>
<tr>
<td>Velocity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>One</td>
<td>-1.11</td>
<td>13</td>
</tr>
<tr>
<td>Two</td>
<td>-1.44</td>
<td>7</td>
</tr>
<tr>
<td>Three</td>
<td>-1.74</td>
<td>4</td>
</tr>
<tr>
<td>Acceleration</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two</td>
<td>-0.24</td>
<td>41</td>
</tr>
<tr>
<td>Three</td>
<td>-0.29</td>
<td>39</td>
</tr>
</tbody>
</table>

Table V. Conditional centiles (cm) for the height at 11.65 years in Table III

<table>
<thead>
<tr>
<th>Number of previous measurements</th>
<th>Centile 3</th>
<th>Centile 10</th>
<th>Centile 50</th>
<th>Centile 90</th>
<th>Centile 97</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>165.9</td>
<td>166.9</td>
<td>168.9</td>
<td>170.9</td>
<td>171.8</td>
</tr>
<tr>
<td>Two</td>
<td>166.8</td>
<td>167.7</td>
<td>169.7</td>
<td>171.6</td>
<td>172.5</td>
</tr>
<tr>
<td>Three</td>
<td>166.7</td>
<td>167.6</td>
<td>169.5</td>
<td>171.5</td>
<td>172.4</td>
</tr>
</tbody>
</table>

From the sample we can estimate standardized scores for an individual for all of his measurements. This provides a new way of studying growth patterns in terms of changes of velocity, acceleration and conditional values with age. Figures 1 and 2 give the relevant plots for subject number 303, where the standardized scores of velocities and accelerations are plotted at the ages in the centre of the time interval. We find that the acceleration estimates tend to move across centiles earlier than for the corresponding velocities. The differences for average velocities and accelerations based on two, three or four measurements are also clear.

We can also illustrate contrasts among growth patterns by studying subjects at different overall growth positions. Figures 3–5 give the conditional plots using one, two or three prior measurements against age for cases 303, 249 and 241, who are tall, median and short individuals,
Figure 1. Standardized scores of average velocity of height for child 303
- □ ELMS scores of height
- --- for two occasions
- ---- for three occasions
- ····· for four occasions

Figure 2. Standardized scores of average acceleration of height for child 303
- □ ELMS scores of height
- --- for three occasions
- ····· for four occasions
Figure 3. Standardized scores of conditional norms of height for child 303

- ELMS scores of height
- conditional on height one year earlier
- conditional on height one and two years earlier
- conditional on height one, two and three years earlier

Figure 4. Standardized scores of conditional norms of height for child 249

- ELMS scores of height
- conditional on height one year earlier
- conditional on height one and two years earlier
- conditional on height one, two and three years earlier
respectively. The plots show three peaks, located at about 7, 10 and 14 years. A similar picture emerges for weight (see Figure 6).

To illustrate the use of bivariate norms, Figure 7 contrasts the ELMS scores of weight and height with that for weight conditional on current height for subject 303 by age. Figure 8 plots the standardized scores for weight, conditional on weight one and two years previously; and for weight conditional on weight one and two years previously together with current height and with current height and height one year previously. It appears that the conditional weight norms are little changed by the addition of height.

We have studied the distribution of standardized residuals\(^\text{12}\) for the scores at levels 1 and 2 and Normal score plots do not show obvious violations of the model assumptions. Figure 9 shows three of these Normal score plots which are typical.

**DISCUSSION**

The main purpose of this paper is to introduce a new methodology for constructing longitudinal growth norms, to apply this to an existing data set and to illustrate new ways of studying growth. We have used the ELMS procedures to provide a first-stage transformation and further research with other transformations would be useful, especially those which simultaneously adjust for skewness while fitting a multi-level model.

The application of multi-level models to fit the second stage of our procedure uses longitudinal data more efficiently than current methods\(^\text{5-7}\) especially when the data are unbalanced and incomplete.\(^\text{12,18}\) Our procedure is quite general for both univariate and multivariate data. Norms for any set of age intervals can be constructed and this overcomes a further important limitation
Figure 6. Standardized scores of conditional norms of weight for child 303

- + ELMS scores of weight
--- conditional on weight one year earlier
-- conditional on weight one and two years earlier
------ conditional on weight one, two and three years earlier

Figure 7. Standardized scores of weight conditional on height for child 303

☐ ☐ ELMS scores of height
+ + ELMS scores of weight
--- conditional on height one year earlier
Figure 8. Standardized scores of weight conditional on weight and height for child 303

- + + ELMS scores of weight
- - - conditional on weight one and two years earlier
- - - - conditional on weight one and two years earlier and current height
- - - - - conditional on weight one and two years earlier, current height and height one year earlier

of current procedures. For example, previous procedures for adjusting weight for height have used separate adjustments for each age group, although Cole\textsuperscript{17} presents an age-independent chart for age 6 to 12 years. In addition, our method makes it possible to derive the distribution of any function of measurements over time. Although we have not illustrated it, the method extends straightforwardly to incorporate covariates such as parental height\textsuperscript{2} and age-varying covariates such as family size.

Long term longitudinal data commonly contain only a few hundred individuals. Such a limited sample size is a problem in creating appropriate longitudinal norms for a population and our substantive results suffer from this limitation. It will be important, therefore, to replicate our findings on other populations. For the extreme percentiles our estimates are very sensitive to the correlation values; the 95 per cent Normal confidence interval for a correlation of 0.95 is (0.934, 0.962) with a sample of 200 measurements and is (0.926, 0.966) with a sample of 100 measurements. It is hence crucial to estimate correlations accurately using a large sample. For this reason also our present results should be regarded as provisional. Furthermore, we have chosen to use data covering a very wide age interval, but this strictly is unnecessary if interest centres only on one age range, for example adolescence.

There is a general problem of estimating the precision of our norms with small or moderate size samples. To do this we would need to take account of the precision of the parameter estimates at both stages of the procedure. Analytical results are unavailable and one approach is to carry out a bootstrap procedure, resampling individuals from the data set. Further work on this is planned.

Our results suggest that conditional norms using two or three previous measurements are very close together and are clearly different from those using just the previous measurement. This is
consistent with the result of Cole\textsuperscript{7} so that the use of two previous one yearly measurements would seem to be recommended.

Because of the complexity of displaying the norms we have constructed, it is necessary to present these in a computing environment. We are developing personal computer software which will allow a user to input a set of measurements and ages and the appropriate estimated
population norms to be displayed. The software will also allow users to supply their own normalized data or to modify existing norms.
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