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Preface to the 2009, 2011, 2012
and 2014 Editions

I first wrote a book entitled “MCMC estimation in MLwiN” towards the end
of my time at the Centre for Multilevel Modelling at the Institute of Educa-
tion (in 2002). This original work greatly expanded the couple of chapters
that appeared in the MLwiN User’s Guide and mirrored the material in the
User’s Guide whilst including additional chapters that contained extensions
and features only available via MCMC estimation.

I then spent four and a half years away from the centre whilst working in the
mathematics department at the University of Nottingham. For the first few
years at Nottingham, aside from minor bug fixing, the MCMC functionality
in MLwiN was fairly static. In 2006 I started an ESRC project RES-000-23-
1190-A which allowed me to incorporate some additional MCMC function-
ality into MLwiN. This new functionality does not increase the number of
models that can be fitted via MCMC in MLwiN but offers some alternative
MCMC methods for existing models.

I needed to document these new features and so rather than creating an
additional manual I have added 5 chapters to the end of the existing book
which in the interim has been converted to KTEX by Mike Kelly for which I
am very grateful. T also took the opportunity to update the existing chapters
a little. The existing chapters were presented in the order written and so I
have also taken the opportunity to slightly reorder the material.

The book now essentially consists of 5 parts. Chapters 1-9 cover single level
and nested multilevel Normal response models. Chapters 10-13 cover other
response types. Chapters 14-17 cover other non-nested structures and mea-
surement errors. Chapters 18-20 cover multivariate response models includ-
ing multilevel factor analysis models and finally chapters 21-25 cover ad-
ditional MCMC estimation techniques developed specifically for the latest
release of MLwiN.

The book as written can be used with versions of MLwiN from 2.13 onward
- earlier versions should work with chapters 1-20 but the new options will
not be available. This version also describes the WinBUGS package and the
MLwiN to WinBUGS interface in more detail. I used WinBUGS version 1.4.2

x1
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when writing this version of the book and so if you use a different version
you may encounter different estimates, such is the nature of Monte Carlo
estimation and evolving estimation.

Please report any problems you have replicating the analyses in this book
and indeed any bugs you find in the MCMC functionality within MLwiN.
Happy multilevel modelling!

William J. Browne, 7" July 2009.

This book has been slightly updated for versions of MLwiN from 2.24 on-
wards. Historically the residuals produced by the IGLS algorithm in MLwiN
have been used as starting values when using MCMC. This doesn’t really
make much sense for models like cross-classified and multiple-membership
models where the IGLS estimates are not from the same model. We have
therefore made some changes to the way starting values are given to MCMC.
As MCMC methods are stochastic the change results in some changes to
screen shots in a few chapters. We have also taken this opportunity to cor-
rect a few typographical mistakes including a typo in the Metropolis macro
in chapter 1 and in the quantiles for the rank2 macro in chapter 4.

William J. Browne, 10" August 2011.

This book has had one further change for version 2.25 onwards with re-
gard residual starting values for models like cross-classified and multiple-
membership models. We initially made these all zero but this didn’t have
the desired effect and so they are now chosen at random from Normal distri-
butions.

William J. Browne, 31°° January 2012.

Dedicated to the memory of Jon Rasbash. A great mentor and friend who
will be sorely missed.



Chapter 1

Introduction to MCMC
Estimation and Bayesian
Modelling

In this chapter we will introduce the basic MCMC methods used in MLwiN
and then illustrate how the methods work on a simple linear regression model
via the MLwiN macro language. Although MCMC methods can be used for
both frequentist and Bayesian inference, it is more common and easier to use
them for Bayesian modelling and this is what we will do in MLwiN.

1.1 Bayesian modelling using Markov Chain
Monte Carlo methods

For Bayesian modelling MLwiN uses a combination of two Markov Chain
Monte Carlo (MCMC) procedures: Gibbs sampling and Metropolis-Hastings
sampling. In previous releases of MLwiN, MCMC estimation has been re-
stricted to a subset of the potential models that can be fitted in MLwiN. This
release of MLwiN allows the fitting of many more models using MCMC, in-
cluding many models that can only be fitted using MCMC but there are still
some models where only the maximum likelihood methods can be used and
the software will warn you when this is the case.

We will start this chapter with some of the background and theory behind
MCMC methods and Bayesian statistics before going on to consider develop-
ing the steps of the algorithms to fit a linear regression model. This we will
do using the MLwiN macro language. We will be using the same examination
dataset that is used in the User’s Guide to MLwiN (Rasbash et al., 2008)
and in the next chapter we demonstrate how simple linear regression models
may be fitted to these data using the MCMC options in MLwiN.
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Users of earlier MLwiN releases will find that the MCMC options and screen
layouts have been modified slightly and may find this manual useful to famil-
iarise themselves with the new structure. The MCMC interface modifications
are due to the addition of new features and enhancements, and the new in-
terface is designed to be more intuitive.

1.2 MCMC methods and Bayesian modelling

We will be using MCMC methods in a Bayesian framework. Bayesian statis-
tics is a huge subject that we cannot hope to cover in the few lines here.
Historically Bayesian statistics has been quite theoretical, as until about
twenty years or so ago it had not been possible to solve practical problems
through the Bayesian approach due to the intractability of the integrations
involved. The increase in computer storage and processor speed and the rise
to prominence of MCMC methods has however meant that now practical
Bayesian statistical problems can be solved.

The Bayesian approach to statistics can be thought of as a sequential learning
approach. Let us assume we have a problem we wish to solve, or a question
we wish to answer: then before collecting any data we have some (prior)
beliefs /ideas about the problem. We then collect some data with the aim of
solving our problem. In the frequentist approach we would then take these
data and with a suitable distributional assumption (likelihood) we could
make population-based inferences from the sample data. In the Bayesian
approach we wish to combine our prior beliefs/ideas with the data collected
to produce new posterior beliefs/ideas about the problem. Often we will have
no prior knowledge about the problem and so our posterior beliefs/ideas will
combine this lack of knowledge with the data and will tend to give similar
answers to the frequentist approach. The Bayesian approach is sequential
in nature as we can now use our posterior beliefs/ideas as prior knowledge
and collect more data. Incorporating this new data will give a new posterior
belief.

The above paragraph explains the Bayesian approach in terms of ideas, in
reality we must deal with statistical distributions. For our problem, we will
have some unknown parameters, ¢, and we then condense our prior beliefs
into a prior distribution, p(#). Then we collect our data, y, which (with a
distributional assumption) will produce a likelihood function, L(y|€), which is
the function that maximum likelihood methods maximize. We then combine
these two distributions to produce a posterior distribution for €, p(f]y)
p(0)L(y|0). This posterior is the distribution from which inferences about
0 are then reached. To find the implicit form of the posterior distribution
we would need to calculate the proportionality constant. In all but the
simplest problems this involves performing a many dimensional integration,
the historical stumbling block of the Bayesian approach. MCMC methods
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however circumvent this problem as they do not calculate the exact form of
the posterior distribution but instead produce simulated draws from it.

Historically, the methods used in MLwiN were IGLS and RIGLS, which are
likelihood-based frequentist methods. These methods find maximum like-
lihood (restricted maximum likelihood) point estimates for the unknown
parameters of interest in the model. These methods are based on itera-
tive procedures and the process involves iterating between two deterministic
steps until two consecutive estimates for each parameter are sufficiently close
together, and hence convergence has been achieved. These methods are de-
signed specifically for hierarchical models although they can be adapted to
fit other models. They give point estimates for all parameters, estimates
of the parameter standard deviations and large sample hypothesis tests and
confidence intervals (see the User’s Guide to MLwiN for details).

MCMC methods are more general in that they can be used to fit many
more statistical models. They generally consist of several distinct steps mak-
ing it easy to extend the algorithms to more complex structures. They are
simulation-based procedures so that rather than simply producing point es-
timates the methods are run for many iterations and at each iteration an
estimate for each unknown parameter is produced. These estimates will not
be independent as, at each iteration, the estimates from the last iteration are
used to produce new estimates. The aim of the approach is then to generate a
sample of values from the posterior distribution of the unknown parameters.
This means the methods are useful for producing accurate interval estimates
(Note that bootstrapping methods, which are also available in MLwiN can
also be used in a similar way).

Let us consider a simple linear regression model

Yi = Bo + Bz + €
€; ~ N(O,Jz)

In a Bayesian formulation of this model we have the opportunity to combine
prior information about the fixed and random parameters, Sy, (1, and o2,
with the data. As mentioned above these parameters are regarded as random
variables described by probability distributions, and the prior information for
a parameter is incorporated into the model via a prior distribution. After
fitting the model, a distribution is produced for the above parameters that
combines the prior information with the data and this is known as the pos-
terior.

When using MCMC methods we are now no longer aiming to find simple
point estimates for the parameters of interest. Instead MCMC methods
make a large number of simulated random draws from the joint posterior
distribution of all the parameters, and use these random draws to form a
summary of the underlying distributions. These summaries are currently
univariate. From the random draws of a parameter of interest, it is then
possible to calculate the posterior mean and standard deviation (SD), as
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well as density plots of the complete posterior distribution and quantiles of
this distribution.

In the rest of this chapter, the aim is to give users sufficient background
material to have enough understanding of the concepts behind both Bayesian
statistics and MCMC methods to allow them to use the MCMC options
in the package. For the interested user, the book by Gilks, Richardson &
Spiegelhalter (1996) gives more in-depth material on these topics than is
covered here.

1.3 Default prior distributions

In Bayesian statistics, every unknown parameter must have a prior distri-
bution. This distribution should describe all information known about the
parameter prior to data collection. Often little is known about the parame-
ters a priori, and so default prior distributions are required that express this
lack of knowledge. The default priors applied in MLwiN when MCMC esti-
mation is used are ‘flat’ or ‘diffuse’ for all the parameters. In this release the
following diffuse prior distributions are used (note these are slightly different
from the default priors used in release 1.0 and we have modified the default
prior for variance matrices since release 1.1):

e For fixed parameters p(f) oc 1. This émproper uniform prior is func-
tionally equivalent to a proper Normal prior with variance c¢?, where
c is extremely large with respect to the scale of the parameter. An
improper prior distribution is a function that is not a true probability
distribution in that it does not integrate to 1. For our purposes we only
require the posterior distribution to be a true or proper distribution.

e For scalar variances, p(%) ~ T'(e,¢), where ¢ is very small. This
(proper) prior is more or less equivalent to a Uniform prior for log(o?).

e For variance matrices p(Q ') ~ Wishart,(p, p, Q) where p is the number
of rows in the variance matrix and € is an estimate for the true value
of Q. The estimate {0 will be the starting value of © (usually from
the IGLS/RIGLS estimation routine) and so this prior is essentially an
informative prior. However the first parameter, which represents the
sample size on which our prior belief is based, is set to the smallest
possible value (n the dimension of the variance matrix) so that this
prior is only weakly informative.

These variance priors have been compared in Browne (1998), and some follow
up work has been done on several different simulated datasets with the default
priors used in release 1.0. These simulations compared the biases of the
estimates produced when the true values of the parameters were known.
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It was shown that these priors tend to generally give less biased estimates
(when using the mean as the estimate) than the previous default priors used
in release 1.0 although both methods give estimates with similar coverage
properties. We will show you in a later chapter how to write a simple macro
to carry out a simple simulation in MLwiN. The priors used in release 1.0
and informative priors can also be specified and these will be discussed in
later chapters. Note that in this development release the actual priors used
are displayed in the Equations window.

1.4 MCMC estimation

The models fitted in MLwiN contain many unknown parameters of interest,
and the objective of using MCMC estimation for these models is to gener-
ate a sample of points in the space defined by the joint posterior of these
parameters. In the simple linear regression model defined earlier we have
three unknowns, and our aim is to generate samples from the distribution
p(Bo, B1,02|y). Generally to calculate the joint posterior distribution directly
will involve integrating over many parameters, which in all but the simplest
examples proves intractable. Fortunately, however, an alternative approach
is available. This is due to the fact that although the joint posterior distri-
bution is difficult to simulate from, the conditional posterior distributions for
the unknown parameters often have forms that can be simulated from easily.
It can be shown that sampling from these conditional posterior distributions
in turn is equivalent to sampling from the joint posterior distribution.

1.5 Gibbs sampling

The first MCMC method we will consider is Gibbs Sampling. Gibbs sampling
works by simulating a new value for each parameter (or block of parameters)
in turn from its conditional distribution assuming that the current values for
the other parameters are the true values. For example, consider again the
linear regression model.

We have here three unknown variables 3y, 31 and o and we will here consider
updating each parameter in turn. Note that there is lots of research in MCMC
methodology involved in finding different blocking strategies to produce less
dependent samples for our unknown parameters (Chib & Carlin, 1999; Rue,
2001; Sargent et al., 2000) and we will discuss some such methods in later
chapters.

Ideally if we could sample all the parameters together in one block we would
have independent sampling. Sampling parameters individually (often called
single site updating) as we will describe here will induce dependence in the
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chains of parameters produced due to correlations between the parameters.
Note that in the dataset we use in the example, because we have centred
both the response and predictor variables, there is no correlation between
the intercept and slope and so sampling individually still gives independent
chains. In MLwiN as illustrated in the next chapter we actually update all
the fixed effects in one block, which reduces the correlation.

Note that, given the values of the fixed parameters, the residuals e; can be
calculated by subtraction and so are not included in the algorithms that
follow.

First we need to choose starting values for each parameter, 5,(0), 51(0) and
02(0), and in MLwiN these are taken from the current values stored before
MCMC estimation is started. For this reason it is important to run IGLS or
RIGLS before running MCMC estimation to give the method good starting
values. The method then works by sampling from the following conditional

posterior distributions, firstly

1. p(Boly, 81(0),5%(0)) to generate By(1), and then from
2. p(Bily, Bo(1),02(0)) to generate B1(1), and then from

3. p(a?ly, Bo(1), 51(0) to generate o>(1).

Having performed all three steps we have now updated all of the unknown
quantities in the model. This process is then simply repeated many times
using the previously generated set of parameter values to generate the next
set. The chain of values generated by this sampling procedure is known as
a Markov chain, as every new value generated for a parameter only depends
on its previous values through the last value generated.

To calculate point and interval estimates from a Markov chain we assume
that its values are a sample from the posterior distribution for the parameter
it represents. We can then construct any summaries for that parameter that
we want, for example the sample mean can easily be found from the chain
and we can also find quantiles, e.g. the median of the distribution by sorting
the data and picking out the required values.

As we have started our chains off at particular starting values it will gener-
ally take a while for the chains to settle down (converge) and sample from
the actual posterior distribution. The period when the chains are settling
down is normally called the burn-in period and these iterations are omitted
from the sample from which summaries are constructed. The field of MCMC
convergence diagnostics is concerned with calculating when a chain has con-
verged to its equilibrium distribution (here the joint posterior distribution)
and there are many diagnostics available (see later chapters). In MLwiN by
default we run for a burn-in period of 500 iterations. As we generally start
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from good starting values (ML estimates) this is a conservative length and
we could probably reduce it.

The Gibbs sampling method works well if the conditional posterior distribu-
tions are easy to simulate from (which for Normal models they are) but this is
not always the case. In our example we have three conditional distributions
to calculate.

To calculate the form of the conditional distribution for one parameter we
write down the equation for the conditional posterior distribution (up to pro-
portionality) and assume that the other parameters are known. The trick is
then that standard distributions have particular forms that can be matched
to the conditional distribution, for example if x has a Normal(u, 0?) distri-
bution then we can write: p(z) o exp(az?® + bz + const), where a = —55
and b = %3, so we are left to match parameters as we will demonstrate in the
example that follows.

Similarly if « has a I'(«, ) distribution then we can write: p(z) o 2% exp(bx),
where a = a — 1 and b = —f.

We will assume here the MLwiN default priors, p(f8y) o« 1, p(81) o 1,
p(1/0?) ~ T'(g,¢), where ¢ = 1073. Note that in the algorithm that fol-
lows we work with the precision parameter, 1/02, rather than the variance,
02, as it has a distribution that is easier to simulate from. Then our posterior
distributions can be calculated as follows

Step 1: 50

1/2
p(Boly, Br,07) o U (Uig) exp {—%‘g(yi — o — %31)2]

%

N 1
X exp [—thﬁé + 52 Z (yi — x:51)Bo + Const]

= exp [aﬁg + bBy + const]

Matching powers gives:

1 o2 1 Z
2 __Ye _ 2
Uﬁo__%_ﬁ and ,Ltﬁo—bO'ﬁO—N i (yz—$150)7
1 03

and so p(60|ya6170-g> ~N (ﬁ Z (yi = xib), W)

%
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Step 2: 5,

1 1
X exp [_ﬁ Z x? 87 + i Z (y; — Bo)xif1 + const]

%

Matching powers gives:

) 1 o2 ) ; (yi — Bo)xi
051:—522 5 and uﬁlzb%l:—Zﬁ ,

Zyz’xi - 502%’ o2

e
T

and so p(/31|y>50>03) ~ N

Step 3: 1/0?

e

A 1 1
2
X (;) €xp [_a_g (5 + 5 ;(yz — Bo — 951'51) )]
1 N 1
and so p <U—g|y,ﬁg,ﬁl) ~T (6 + ?,6 + 3 zi:ef>

So in this example we see that we can perform one iteration of our Gibbs
sampling algorithm by taking three random draws, two from Normal distri-
butions and one from a Gamma distribution. It is worth noting that the
first two conditional distributions contain summary statistics, such as _ z7,

which are constant throughout the sampling and used at every iteratiori. To
simplify the code and speed up estimation it is therefore worth storing these
summary statistics rather than calculating them at each iteration. Later in
this chapter we will give code so that you can try running this model yourself.

1.6 Metropolis Hastings sampling

When the conditional posterior distributions do not have simple forms we
will consider a second MCMC method, called Metropolis Hastings sampling.
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In general MCMC estimation methods generate new values from a proposal
distribution that determines how to choose a new parameter value given
the current parameter value. As the name suggests a proposal distribution
suggests a new value for the parameter of interest. This new value is then
either accepted as the new estimate for the next iteration or rejected and the
current value is used as the new estimate for the next iteration. The Gibbs
sampler has as its proposal distribution the conditional posterior distribution,
and is a special case of the Metropolis Hastings sampler where every proposed
value is accepted.

In general almost any distribution can be used as a proposal distribution. In
MLwiN, the Metropolis Hastings sampler uses Normal proposal distributions
centred at the current parameter value. This is known as a random-walk
proposal. This proposal distribution, for parameter 6 at time step ¢ say, has
the property that it is symmetric in 6(¢t — 1) and 6(¢), that is:

p(O(t) = alf(t — 1) = b) = p(8(t) = blo(t — 1) = a)

and MCMC sampling with a symmetric proposal distribution is known as
pure Metropolis sampling. The proposals are accepted or rejected in such
a way that the chain values are indeed sampled from the joint posterior
distribution. As an example of how the method works the updating procedure
for the parameter (3 at time step ¢ in the Normal variance components model
is as follows:

1. Draw f; from the proposal distribution 3y(t) ~ N(Bo(t — 1),07) where
a}% is the proposal distribution variance.

2. Define r, = p(ﬁ&ﬁl(t - 1)70-3(t - 1)|y)/p(60(t - 1)751@ - 1)703(t -
1)|y) as the posterior ratio and let a; = min(1,7;) be the acceptance
probability.

3. Accept the proposal fy(t) = 5 with probability a;, otherwise let
Bo(t) = Bo(t — 1)

So from this algorithm you can see that the method either accepts the new
value or rejects the new value and the chain stays where it is. The difficulty
with Metropolis Hastings sampling is finding a ‘good’ proposal distribution
that induces a chain with low autocorrelation. The problem is that, since
the output of an MCMC algorithm is a realisation of a Markov chain, we are
making (auto)correlated (rather than independent) draws from the posterior
distribution. This autocorrelation tends to be positive, which can mean that
the chain must be run for many thousands of iterations to produce accurate
posterior summaries. When using the Normal proposals as above, reducing
the autocorrelation to decrease the required number of iterations equates to
finding a ‘good’ value for Ug, the proposal distribution variance. We will see

later in the examples the methods MLwiN uses to find a good value for aﬁ.
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As the Gibbs sampler is a special case of the Metropolis Hastings sampler,
it is possible to combine the two algorithms so that some parameters are
updated by Gibbs sampling and other parameters by Metropolis Hastings
sampling as will be shown later. It is also possible to update parameters
in groups by using a multivariate proposal distribution and this will also be
demonstrated in the later chapters.

1.7 Running macros to perform Gibbs sam-
pling and Metropolis Hastings sampling
on the simple linear regression model

MLwiN is descended from the DOS based multilevel modelling package MLn
which itself was built on the general statistics package Nanostat written by
Professor Michael Healy. The legacy of both MLn and Nanostat lives on in
MLwiN within its macro language. Most functions that are performed via
selections on the menus and windows in MLwiN will have a corresponding
command in the macro language. These commands can be input directly
into MLwiN via the Command interface window available from the Data
Manipulation menu. The list of commands and their parameters are cov-
ered in the Command manual (Rasbash et al., 2000) and in the interactive
help available from the Help menu.

The user can also create files of commands for example to set up a model
or run a simulation as we will talk about in Chapter 8. These files can be
created and executed via the macros options available from the File menu.
Here we will look at a file that will run our linear regression model on the
tutorial dataset described in the next chapter.

We will firstly have to load up the tutorial dataset:

e Select Open Sample Worksheet from the File menu.

e Select tutorial.ws from the list of possible worksheets.

When the worksheet is loaded its name (plus filepath) will appear at the top
of the screen and the Names window will appear giving the variable names
in the worksheet. We now need to load up the macro file:

e Select Open Macro from the File menu.

e Select gibbslr.txt from the list of possible macros.

When the macro has been loaded a macro window showing the first twenty
or so lines of the macro will appear on the screen:
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C:\Program Files\MLwiN v3.00\samples\gibbslr.txt [=[=]B=

note Gibbslr.txt - performs Gibbs sampling for a linear regression model ~
note
note ¥ in 3, x in 25, x*2 in ecll1l, xy in ecl2, & in cl13,

note store betal in cl4, betal in cl5, sigma®2 e in clé, iteration number in c21
note random normals in c17,cl18

note bé - current betal, b7 current betal, b8 current sigmaZ?e, b9 - epsilon

note bll - smm of ¥y, b1l2 - s=um of x, bl3 - sum of x*2, bld4 - N, bl5 - sum of xy
note blé - burnin, b17 - main run, bl8 refresh rate

seed
calc
calc
sSum
sum
sum
sum
sum

1

cll=c5%ch
cl2 = o3%ch
c3 bll

c5 bl2

cll ki3

cd bl4

cl2 bils

erase cld-clé

erase c2l

name ol4 'betal' cl5 'betal' clé 'sigmale' 221 'itno'

note starting valunes

calc bé = 0 w

Execute Execute selection Gotoend Find: Replace:

You will notice that the macro contains a lot of lines in green beginning with
the word note and this command is special in that it is simply a comment
used to explain the macro code and does nothing when executed. The macro
sets up starting values and then loops around the 3 steps of the Gibbs sam-
pling algorithm as detailed earlier for the number of stored iterations (b17)
plus the length of the burn-in (b16).

To run the macro we simply press the Execute button on the macro window.
The mouse pointer will turn into an egg timer while the macro runs and then
back to a pointer when the macro has finished. The chains of values for the
three parameters have been stored in columns c14—c16 and we can look at
some summary statistics via the Averages and Correlations window

e Select Averages and Correlations from the Basic Statistics
menu

If we now scroll down the list of columns we can select the three output
columns that contain the chains, these have been named beta0, betal and
sigma2e. Note to select more than one column in this and any other window
press the ‘Ctrl” key when you click on the selection with the mouse. When
the three are selected the window should look as follows:

Averages and Correlation IEHE.

Operation il ~
schgend

(@ Averages avsit
O Comelation schav

[] Weights Column cll

betal
betal =
sigma 2e
17
B
cl9
Help itno

Now to display the estimates:
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e Click the Calculate button

and the output window will appear with the following estimates:

Output [=][=]E
->AVERage 3 'betal’ 'betal’ "sigmaZe' ~
H Missing Mean =.d. _
betal 5000 4] -0.00147&3 0.012782 =
betal 5000 4] 0.59508 0.012821
sigmaZe 5000 0 0.648395 0.014340 -
Zoom 100 - Copyastable Clear Include output from system generated commands

These estimates are almost identical to those produced by the MLwiN MCMC
engine. Any slight differences will be due to the stochastic nature of MCMC
algorithms and will reduce as the number of updates is increased.

1.8 Dynamic traces for MCMC

One feature that is offered in MLwiN and some other MCMC based packages
such as WinBUGS (Spiegelhalter et al., 2000a) is the ability to view estimate
traces that update as the estimation proceeds. We can perform a crude
version of this with our macro code that we have written to fit this model. If
you scan through the code you will notice that we define a box b18 to have
value 50 and describe this in the comments as the refresh rate. Near the
bottom of the code we have the following switch statement:

calc b60 = bl mod bi18
switch b60
case O:
pause 1
leave
ends

The box b1 stores the current iteration and all this switch statement is really
saying is if the iteration is a multiple of 50 (b18) perform the pause 1
command. The pause 1 command simply releases control of MLwiN from
the macro for a split second so that all the windows can be updated. This
will be how we set up dynamic traces and we will use this command again
in the simulation chapter later.

We now have to set up the graphs for the traces. The Customised graph
window is covered in reasonable detail in Chapter 5 of the User’s Guide to
MLwiN and so we will abbreviate our commands here for brevity. Firstly:
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This will bring up the blank Customised graph window:

- Apply Labels ClearDisplay Deldataset Help |autosamani

¥ Details for for data set number (ds#) 1
plot what? | plat stvle | position | emor bars | other |

S (N

filter [none]  v| group [none]
pt e
row codes col codes

1
2
3
4
5
[
7
8
9
<] m »

We will now select three graphs (one for each variable).

This will set up the first graph (although not show it yet). We now need to
add the other two graphs:

Finally for parameter 3:
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Select itno from the x list.

Select line from the plot type list.

Now select the position tab.
Click in the third box in the first column of the grid.

Click on Apply and the 3 graphs will be drawn.

As we have already run the Gibbs sampler we should get three graphs of the
5000 iterations for these runs as follows:

Graph display: 1

|
I i I I
1300 2600 =0 5200

|
| I
1300 2600 300 5200

Bl
8

I I 1
1300 2600 FE00

These chains show that the Gibbs sampler is mixing well as the whole of the
posterior distribution is being visited in a short period of time. We can tell
this by the fact that there are no white large white patches on the traces.
Convergence and mixing of Markov chains will be discussed in later chapters.

If we wish to now have dynamic traces instead we can simply restart the
macro by pressing the Execute button on the macro window. Note that as
the iterations increase estimation will now slow down as the graphs redraw
all points every refresh! Note also that after the chains finish you will get the
same estimates as you had for the first run. This is because the macro has a
Seed command at the top. This command sets the MLwiN random number
seed used and although the MCMC estimation is stochastic, given the same
parameter starting values and random numbers it is obviously deterministic.
It is also possible to have dynamic histogram plots for the three variables
but this is left as an exercise for the reader.

We will now look at the second MCMC estimation method: Metropolis Hast-
ings sampling.
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1.9 Macro to run a hybrid Metropolis and
Gibbs sampling method for a linear re-
gression example

Our linear regression model has three unknown parameters and we have
in the above macro updated all three using Gibbs sampling from the full
conditional posterior distributions. We will now look at how we can replace
the updating steps for the two fixed parameters, 5, and $; with Metropolis
steps.

We first need to load up the Metropolis macro file:

e Select Open Macro from the File Menu.

e Select mhlr.txt from the list of possible macros.

We will here discuss the step to update 3y as the step for (; is similar. At
each iteration, ¢, we firstly need to generate a new proposed value for 3y, 3,
and this is done in the macro by the following command:

» calc b30 = b6+b32*b21

Here b30 stores the new value (5j), b6 is the current value (Bo(t — 1)),
b32 is the proposal distribution standard deviation and b21 is a random
Normal(0,1) draw.

Next we need to evaluate the posterior ratio. It is generally easier to work
with log-posteriors than posteriors so in reality we work with the log-posterior
difference, which at step t is:

re = p(Bg, Bu(t — 1), 02(t = Dy) /p(Bo(t — 1), Bt — 1), 02(t — 1)|y)
= exp(log(p(Bg, Bi(t — 1), 02(t = 1)|y))
—log(p(Bo(t — 1), Bu(t — 1),02(t = 1)|y)))
= exp(dy)

We then have

R — (Z@i 55— afult — 1))

C202(t —1)

)

- Z (i = Bo(t — 1) — ifa(t — 1)>2>
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which with expansion and cancellation of terms can be written as

1
dy = —m : (2 (Z:yz - 51@ - 1)2;%)
(Bt = 1) = 85+ N((5)* = B3t - 1))))

We evaluate this in the macro with the command

» calc b34 = -1*x(2x(b7-b31)*(b15-b6*b12) + b13*(b31*b31 -
b7*b7)) /(2*b8)

Then to decide whether to accept or not, we need to compare a random
uniform with the minimum of (1, exp(d;)). Note that if d; > 0 then exp(d;) >
1 and so we always accept such proposals and in the macro we then only
evaluate exp(d,) if d; > 0. This is important because as d; becomes larger,
exp(d;) — oo and so if we try and evaluate it we will get an error. The
accept/reject decision is performed via a SWITch command as follows in
the macro:

calc b35 = (b34 > 0)

switch b35

case 1 :

note definitely accept as higher likelihood
calc b6 = b30
calc b40 = b40+1
leave

case 0 :

note only sometimes accept and add 1 to b40 if accept
pick bl c30 b36
calc b6 = b6 + (b30-b6)*(b36 < expo(b34))
calc b40 = b40 + 1%(b36 < expo(b34))
leave

ends

Here b40 is storing the number of accepted proposals. As the macro lan-
guage does not have an if statement the calc b6 = b6 + (b30-b6)*(b36 <
expo (b34)) statement is equivalent to an if that keeps b6 (fy) at its current
value if the proposal is rejected and sets it to the proposed value (b30) if it
is accepted.

The step for 5; has been modified in a similar manner. Here the log posterior
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ratio at iteration t after expansion and cancellation of terms becomes

dy = — 20_2— ((szyz BO Z%)
(A== a0+ (602 - B0 - 1) Zx>

To run this second macro we simply press the Execute button on the macro
window. Again after some time the pointer will have changed back from the
egg timer and the model will have run. As with the Gibbs sampling macro
earlier we can now look at the estimates that are stored in c14-¢c16 via the
Averages and Correlations window. This time we get the following:

'betal’ 'betal’ 'sigmazZe’

Missing Mean =.d. I
4] -0.0017498 0.011823 E
4] 0.59501 0.012369 =

[+] 0.64503 0.014482

The difference in the estimates between the two macros is small and is due
to the stochastic nature of the MCMC methods. The number of accepted
proposals for both §y and J; is stored in boxes b40 and b4l respectively
and so to work out the acceptance rates we can use the command interface
window:

These commands will give the following acceptance rates:

->calc b40=b40/5500
0.75655
->calc b41=b41/5500
0.74291

So we can see that both parameters are being accepted about 75% of the
time. The acceptance rate is inversely related to the proposal distribution
variance and one of the difficulties in using Metropolis Hastings algorithms
is choosing a suitable value for the proposal variance. There are situations
to avoid at both ends of the proposal distribution scale. Firstly choosing
too large a proposal variance will mean that proposals are rarely accepted
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and this will induce a highly autocorrelated chain. Secondly choosing too
small a proposal variance will mean that although we have a high acceptance
rate the moves proposed are small and so it takes many iterations to explore
the whole parameter space again inducing a highly autocorrelated chain. In
the example here, due to the centering of the predictor we have very little
correlation between our parameters and so the high (75%) acceptance rate
is OK. Generally however we will aim for lower acceptance rates.

To investigate this further the interested reader might try altering the pro-
posal distribution standard deviations (the lines calc b32 = 0.01 and calc
b33 = 0.01 in the macro) and seeing the effect on the acceptance rate. It is
also interesting to look at the effect of using MH sampling via the parameter
traces described earlier.

1.10 MCMC estimation of multilevel models
in MLwiN

The linear regression model we have considered in the above example can
be fitted easily using least squares in any standard statistics package. The
MLwiN macro language that we have used to fit the above model is a com-
piled language and is therefore computationally fairly slow. In fact the speed
difference will become evident when we fit the same model with the MLwiN
MCMC engine in the next chapter. If users wish, to improve their under-
standing of MCMC, they can write their own macro code for fitting more
complex models in MCMC and the algorithms for many basic multilevel
models are given in Browne (1998). Their results could then be compared
with those obtained using the MCMC engine.

The MCMC engine can be used to fit many multilevel models and many
extensions. As was described earlier, MCMC algorithms involve splitting
the unknown parameters into blocks and updating each block in a separate
step. This means that extensions to the standard multilevel models generally
involve simply adding extra steps to the algorithm. These extra steps will
be described when these models are introduced.

In the standard normal models that are the focus of the next few chapters we
use Gibbs sampling for all steps although the software allows the option to
change to univariate Metropolis sampling for the fixed effects and residuals.
The parameters are blocked in a two level model into the fixed effects, the
level 2 random effects (residuals), the level 2 variance matrix and the level
1 variance. We then update the fixed effects as a block using a multivariate
normal draw from the full conditional, the level 2 random effects are updated
in blocks, 1 for each level 2 unit again by multivariate normal draws. The
level 2 variance matrix is updated by drawing from its inverse-Wishart full
conditional and the level 1 variance from its inverse Gamma full conditional.
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For models with extra levels we have additional steps for the extra random
effects and variance matrix.

Chapter learning outcomes
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Chapter 2

Single Level Normal Response
Modelling

In this chapter we will consider fitting simple linear regression models and
normal general linear models. This will have three main aims: to start the
new user off with models they are familiar with before extending our mod-
elling to multiple levels; to show how such models can be fitted in MLwiN,
and finally to show how these models can be fit in a Bayesian framework and
to introduce a model comparison diagnostic DIC (Spiegelhalter et al., 2002)
that we will also be using in the models in later chapters.

We will consider here an examination dataset stored in the worksheet tuto-
rial.ws. This dataset will be used in many of the chapters in this manual
and is also the main example dataset in the MLwiN user’s guide (Rasbash
et al., 2008). To view the variables in the dataset you need to load up the
worksheet as follows:

e Select Open Sample Worksheet from the File menu.

e Select tutorial.ws.

This will open the following Names window:

Names [=|=]Be
Column: Name Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate |Window: Used columns @ Help
Neme Cn n  mssi_ min max categorical _deserption ~
shodl 1 a3 D i & Foise Nomers schos] ieiier
audent 2 U058 D i 1958 False Numenc studert idertfir
nomexam 3 4058 0 3BSE0T2  36RE0ST  Fake Students exam score at se 16, nomalised to hive approximately a standard Normal distibution
cos 4 4053 0 1 False A column of ones. F includsd as an sxplanstory varisble in a ragression model. ts Gosfficient is th ntercept
sendt 5 4059 0 29953 3015352 Fake Studerts scare at age 11 onthe Londen Reading Test, standansed using Zscares.
ait B 4058 0 0 1 Folse 1 =g, 0=boy
schgend 7 4053 0 1 3 True Schools gender {1 = mixed school. 2 = boys school. 3 = gits school)
avsit B 4059 0 07550605 0GI7ESS0 ke Average LRT score in school
schav 9 4059 O | 3 True Average LRT scors in school, ooded into 3 categoriss (1 = betiom 2572, 2 = middle 50%, 3 = top 25%)
vband 10 4053 0 1 2 True Students scars n test of verbal ressoring at age 11, coded nta 3 catagonies (1 —top 257%, 2 - middle 50%, 3 - betiam 25%) | v

Our response of interest is named normexam and is a (normalised) total
exam score at age 16 for each of the 4059 students in the dataset. Our
main predictor of interest is named standlrt and is the (standardised) marks

21
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achieved in the London reading test (LRT) taken by each student at age
11. We are interested in the predictive strength of this variable and we can
measure this by looking at how much of the variability in the exam score is
explained by a simple linear regression on LRT. Note that this is the model
we fitted using macros in the last chapter.

We will set up the linear regression via MLwiN’s Equations window that can
be accessed as follows:

The Equations window will then appear:

(0 of O cases in use)

Mame + - AddTerm Estimates Monlinear Clear Notation Responses Store Help Zoom 100

How to set up models in MLwiN is explained in detail in the User’s Guide
to MLwiN and so we will simply reiterate the procedure here but generally
less detail is given in this manual.

We now have to tell the program the structure of our model and which
columns hold the data for our response and predictor variables. We will
firstly define our response (y) variable to do this:

We will next set up the structure of the model. We will be extending the
model to 2 levels later, so for now we will specify two levels although the
model itself will be 1 level. The model is set up as follows:

In the Equations window the red y has changed to a black ¥;; to indicate
that the response and the first and second level indicators have been defined.
We now need to set up the predictors for the linear regression model:
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Note that cons is a column containing the value 1 for every student and
will hence be used for the intercept term. The fixed parameter tick box
is checked by default and so we have added to our model a fixed intercept
term. We also need to set up residuals so that the two sides of the equation
balance. To do this:

Note that we specify residuals at the student level only as we are fitting a
single-level model. We have now set up our intercept and residuals terms
but to produce the linear regression model we also need to include the slope
(standlrt) term. To do this we need to add a term to our model as follows:

Note that this adds a fixed effect only for the standlrt variable. Until we
deal with complex variation in a later chapter we will ALWAYS only have

one set of residuals at level 1, i.e. only one variable with the level 1 tick box
checked.

We have now added all terms for the linear regression model and if we look
at the Equations window and:

we get:

normexam, ~ N(XB, Q)

normexam, = Bycons + ﬁlstand]rty.

(4059 of 4059 cases in use)

Mame + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100

If we substitute the third line of the model into the second line and remember
that cons = 1 for all students we get y;; = By + Bistandlrt,; + ¢;;, the
standard linear regression formula. To fit this model we now simply:
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This will run the model using the default iterative generalised least squares
(IGLS) method. You will see that the model only takes one iteration to con-
verge and this is because for a 1 level model the IGLS algorithm is equivalent
to ordinary least squares and the estimates produced should be identical to
the answer given by any standard statistics package regression routine. To
get the numerical estimates:

This will produce the following screen:

normexam,; ~ N(XB, Q)
normexam, = Bycons + 0.595(0.013)stand].rt§
Bo; =-0.001(0.013) + ey,

[e] ~NO. ) - ,=[06480.019)]

-2*loglikelihood(IGLS Deviance) = 9760.510(4059 of 4059 cases in use)

Mame + - AddTerm Estimates [onlinear Clear Motation Responses Store Help Zoom 100

Here we see that there is a positive relationship between exam score and
LRT score (slope coefficient of 0.595). Our response and LRT scores have
been normalised i.e. they have mean 0 and variance 1, and so the LRT scores
explain (1 —0.648) x 100 = 35.2% of the variability in the response variable.

As this manual is generally about the MCMC estimation methods in MLwiN
we will now fit this model using MCMC. Note that it is always necessary
in MLwiN to run the IGLS or RIGLS estimation methods prior to running
MCMC as these methods set up the model and starting values for the MCMC
methods.

To run MCMC:

The window should then look as follows:
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Estimation control E
[ IGLS/RIGLS | MCMC | IGLS/RIGLS bootstrap |

Bum in and iteration control
Bumin Length |500 -5 Monitoring Chain Length (5000 -5+ Thinning |1 -5

Refresh screen every |50 z stored iterations.

As described in the previous chapter MLwiN uses a mixture of Gibbs sam-
pling steps when the full conditionals have simple forms, and Metropolis
Hastings steps when this is not the case. Here the estimation control window
shows the default settings for burn-in length, run length, thinning and refresh
rate. All other MCMC settings are available from the Advanced MCMC
Methodology Options window available from the MCMC submenu of the
Model menu.

In this release of MLwiN the user does not have to choose between Gibbs
sampling and Metropolis Hastings sampling directly. The software chooses
the default (and most appropriate) technique for the given model, which
in the case of Normal response models is Gibbs sampling for all parameters.
The user can however modify the estimation methods used on the Advanced
MCMC Methodology Options window that will be discussed later.

The four boxes under the heading Burn in and iteration control have the
following functions:

Burn-in Length. This is the number of initial iterations that will not be
used to describe the final parameter distributions; that is they are discarded
and used only to initialise the Markov chain. The default of 500 can be
modified.

Monitoring Chain Length. The monitoring period is the number of iter-
ations, after the burn-in period, for which the chain is to be run. The default
of 5000 can be modified. Distributional summaries for the parameters can
be produced either at the end of the monitoring run or at any intermediate
time.

Thinning. This is the frequency with which successive values in the Markov
chain are stored. This works in a more intuitive way in this release, for
example running a chain for a monitoring chain length of 50,000 and setting
thinning to 10 will result in 5,000 values being stored. The default value of 1,
which can be changed, means that every iteration is stored. The main reason
to use thinning is if the monitoring run is very long and there is limited
memory available. In this situation this parameter can be set to a higher
integer, k, so that only every k-th iteration will be stored. Note, however,
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that the parameter mean and standard deviation use all the iteration values,
no matter what thinning factor is used. All other summary statistics and
plots are based on the thinned chain only.

Refresh This specifies how frequently the parameter estimates are refreshed
on the screen during the monitoring run within the Equations and Trajecto-
ries windows. The default of 50 can be changed.

For our simple linear regression model we will simply use the default settings.
With regards to prior distributions we will also use the default priors as
described in the last chapter. In this release for clarity the prior distributions
are included in the Equations window. They can be viewed by:

e Clicking on the 4+ button on the toolbar.

This will then give the following display (note the estimates are still the IGLS
estimates as we have not yet started the MCMC method.)

Equations EE.
normexam, ~ N(XB, Q)

normexam, = Bycons + 0.595(0.013)standlrtg.
By; =-0.001(0.013) + €0y

[euf;'] ~N©, Q) : @,= [0.648(0.014)]

PRIOR SPECIFICATIONS

p(By a1

p(B)al

p(1/67,) ~ Gamma(0.001,0.001)

Deviance(MCMC) = 9760.510(4059 of 4059 cases in use)

Mame + - AddTerm Estimates [Nonlinear Clear Motation Responses Store Help Zoom 100 -

2.1 Running the Gibbs Sampler

We will now run the simple linear regression model using MCMC. Before
we start we will also open the Trajectories window so that we can see the
dynamic chains of parameter estimates as the method proceeds (note that
although viewing the chains is useful the extra graphical overhead means
that the method will run slower).

e Select Trajectories from the Model menu.
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It is best to reposition the two windows so that both the equations and chains
are visible then we start estimation by:

e Clicking the Start button.

The words Burning In... will appear for the duration of the burn in pe-
riod. After this the iteration counter at the bottom of the screen will move
every 50 iterations and both the Equations and Trajectories windows will
show the current parameter estimates (based on the chain means) and stan-
dard deviations. After the chain has run for 5,000 iterations the trajectories
window should look similar to the following:

Trajectories E@.
Deviance(MCMC) = 9763.536(4059 of 4059 cases in use) Uiﬂ =0.649(0.015)

oss.
s7o. oss.
pre
7.
osz.
s L ' L f ' L ' + ' L '

00 ) o0 ko 3 soe 400 =) o0 ) 4300 )

B, =-0.001(0.013)

oz
o
o0z

FE) =) w00 =) 00 So00

=0.595(0.013)

g B2 2

a o
B b B B

Zoom 100 - Select Help wiew last: 500 - rawdata -

These graphs show the estimates for each of the three parameters in our
model and the deviance statistic for each of the last 500 iterations. The
numbers given in both the Equations window and the Trajectories window
are the mean estimates for each of the parameters (including the deviance)
based on the run of 5,000 iterations (with the standard deviation of these
5,000 estimates given in brackets). It should be noted that in this example
we have almost identical estimates as the least squares estimates which given
we have used ‘diffuse’ priors is reassuring.

Healthy Gibbs sampling traces should look like any of these iteration traces;
when considered as a time series these traces should resemble ‘white noise’.
At the bottom of the screen you will see two default settings. The first allows
you to choose how many values to view and here we are showing the values
for the previous 500 iterations only; this can be changed. The second drop
down menu allows you to switch from showing the actual chain values to
viewing the running mean of each parameter over time. It is possible to get
more detailed information about each parameter and to assess whether we
have run our chains for long enough. For now we will assume we have run
for long enough and consider MCMC diagnostics in the next chapter.
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2.2 Deviance statistic and the DIC diagnostic

The deviance statistic (McCullagh and Nelder, 1989) can be thought of as a
measure of how well our model fits the data. Generally the deviance is the
difference in —2xlog(likelihood) values for the fitted model and a saturated
model. In the normal model case we have:

N

52

i=1

N
log(likelihood) = -5 log(27672)

where N is the number of lowest level units (students) in the dataset, 62 is

an estimate of the level 1 variance and g; is the predicted value for student ¢,
in the case of the linear regression model ¢; = 50 + X; 61 For the saturated
model we have y; = ¢;V2 and so the second term in the log-likelihood equals
zero. In the diagnostic that follows we are interested in differences in the
deviance and so we will assume the deviance of the saturated model is zero
as this term will cancel out.

Spiegelhalter et al. (2002) use the deviance with MCMC sampling to derive
a diagnostic known as the Deviance Information Criterion (DIC), which is a
generalization of the Akaike’s Information Criterion (AIC - See MLwiN help
system for more details). The DIC diagnostic is simple to calculate from an
MCMC run as it simply involves calculating the value of the deviance at each
iteration, and the deviance at the expected value of the unknown parameters
(D()). Then we can calculate the ‘effective’ number of parameters (pp) by
subtracting D () from the average deviance from the 5000 iterations (D).
The DIC diagnostic can then be used to compare models as it consists of the
sum of two terms that measure the ‘fit’ and the ‘complexity’ of a particular
model,

DIC =D +pp = D(0) +2pp = 2D — D(0).

It should be noted that the DIC diagnostic has not had universal approval and
the interested reader should read the discussion of the paper. Note that in
normal response models we have the additional parameter 2. In calculating
D(A)we use the arithmetic mean of 2, (E(c?)) as this generalizes easily to
multivariate normal problems.

To calculate the DIC diagnostic for our model:
e Select MCMC/DIC diagnostic from the Model menu.

This will bring up the Output window with the following information:

Dbar | D(thetabar) | pD DIC
9763.54 9760.51 | 3.02 | 9766.56
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Note that the value 9760.51 for D(f) is (almost) identical to the —2xlog-
likelihood value given for the IGLS method for the same model. For 1 level
models this will always be true but when we consider multilevel models this
will no longer be true. Also in this case the effective number of parameters
is (approximately) the actual number of parameters in this model. When we
consider fitting multilevel models this will again no longer be the case.

2.3 Adding more predictors

In this dataset we have two more predictors we will investigate, gender and
school gender. Both of these variables are categorical and we can use the
Add term button to create dummy variable fixed effects, which are then
added to our model. To set up these new parameters we MUST change
estimation mode back to IGLS/RIGLS before altering the model.

We now wish to set up a model that includes an effect of gender (girl) and
two effects for the school types (boysch and girlsch) with the base class for
our model being a boy in a mixed school. To set this up in the main effects
and interactions window we need to do the following:

The Specify term window should look as follows:

orer
variable
[ ] eomoma

centring

® uncentred O by groups defined by \

O grandmean O around value ‘l]

Dore || Cancel

Now if we click on the Done button a term named girl will be added to the
model. We need now to additionally add school gender effects:
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Having successfully performed this operation we will run the model using

IGLS.

This will then give the following in the Equations window:

normexam, ~ N(XB, Q)

normexam, = Bycons + 0.591(0.013)stand]_rt§ + 0.133(0.034)gi1'1y. +
0.183(0.043)boysch, + 0.168(0.033)girlsch,

By; =-0.161(0.024) + ¢,

[‘30;;] ~N(0, Q) : Q,= [0.634(0.014)]

-2*loglikelihood(IGLS Deviance) = 9672.195(4059 of 4059 cases in use)

Name + - AddTerm Estimates [Monlinear Clear MNotation Responses Store Help Zoom 100

So we see (by comparing the fixed effects estimates to their standard errors)
that in mixed schools, girls do significantly better than boys and that students
in single sex schools do significantly better than students of the same sex in
mixed schools. These additional effects have explained only a small amount
of the remaining variation, the residual variance has reduced from 0.648 to
0.634.

To fit this model using MCMC:

After running for 5000 iterations we get the following estimates:
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Equations B@.
normexam, ~ N(XB, Q)

normexam, = B, cons + 0.591(0.013)stand1rt§,. + 0.132(0.034)gir1g +
0. 182(0.042)b0yschf + 0.168(0.033)girlschj
B,; =-0.160(0.024) + €0y

[eﬂg'] ~N(0, Q) : Q= [0.636(0.014)]

PRIOR SPECIFICATIONS

p(5y) o 1

p(f) a1

p(5,) a 1

p(f) a1

p(f) a1

p(1/6%,) ~ Gamma(0.001,0.001)

Deviance(MCMC) = 9678.195(4059 of 4059 cases in use)

Mame + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100 -

Here again MCMC gives (approximately) the same estimates as least squares
and if we now wish to compare our new model with the last model we can
again look at the DIC diagnostic:

e Select MCMC /DIC diagnostic from the Model menu.

If we compare the output from the two models we have:

Dbar | D(thetabar) | pD DIC
9763.54 9760.51 | 3.02 | 9766.56
9678.19 9672.21 | 5.99 | 9684.18

so that adding the 3 parameters has increased the effective number of pa-
rameters to 6 (5.99) but the deviance has been reduced by approximately 88
meaning that the DIC has reduced by around 82 and so the DIC diagnostic
suggests this is a better model. Note that the DIC diagnostic accounts for
the number of parameters in the two models and so the two DIC values are
directly comparable and so any decrease in DIC suggests a better model.
However due to the stochastic nature of the MCMC algorithm there will be
random variability in the DIC diagnostic depending on starting values and
random number seeds and so if a model gives only a small difference in DIC
you should confirm if this is a real difference by checking the results with
different seeds and/or starting values.
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2.4 Fitting school effects as fixed parameters

We have in the last model seen that whether a school is single sex or mixed
has an effect on its pupils’ exam scores. We can now take this one step
further (as motivation for the multilevel models that follow) by considering
fitting a fixed effect for each school in our model. To do this we will first
have to set up the school variable as categorical:

This will set up school names coded school_1 to school_65 for schools 1 to
65 which will be OK for our purposes, however generally we could have input
all the categories for example school names here.

We will now use the Add Term button to set up the school effects. We will
for now replace the school gender effects as they will be confounded with the
school effects. Note again that as we are about to modify the model structure
we will need to:

Next we set up the fixed effects as follows:

This will now have removed the schgend terms from the model and set up
64 dummy variables for the school fixed effects using school_1 as a base
category. You will notice that all the school fixed effects have now been
added to the model in the Equations window:
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e Click the Start button.

This will run the model using least squares (in 1 iteration) and give esti-
mates for the 64 school effects. Note that these effects can be thought of as
differences in average achievement for the 64 schools when compared to the
base school. To fit this model in MCMC we need to:

e Select MCMC from the Estimation menu.
e Click on the Start button.

This model has 67 fixed effects and so even with the block updating Gibbs
sampling algorithm it will take a few minutes to run for 5000 iterations. After
running we see that the estimate for the base school () is 0.341 (0.090) so
that this school is significantly better than average (for a boy with average
standlrt mark) and all other school effect estimates (f3s,. .. ,56¢) are relative
to this school.

If we were to check the DIC diagnostic for this model we have:

Dbar | D(thetabar) pD DIC
9183.46 9115.36 | 68.10 | 9251.56

The DIC value has reduced from 9684 in our last model to 9252, a reduction of
432 points showing that the school in which the student studies has a strong
effect on their exam mark. Note that the effective number of parameters,
68.10, is still approximately correct for this model.

The variance estimate 02, has now been reduced to 0.563 and so we have now
explained 43.7% of the variation in our original response with the addition
of 67 fixed effects.

In this example we have introduced fixed school effects and shown that we
actually do not need to fit a random effects model to account for school dif-
ferences. We will however in the next chapter introduce multilevel modelling
by fitting school effects as random terms and explain why and when this may
be a better approach.

Chapter learning outcomes



34 CHAPTER 2.




Chapter 3

Variance Components Models

We ended the last chapter with an example of how to fit school effects as
fixed terms in a linear model. In this chapter we will introduce fitting these
same school effects as random terms. Whether you choose to fit terms as
fixed or random is one of the main difficulties faced by researchers new to
multilevel modelling. In some scenarios the answer is obvious but in other
situations which model you fit will very much depend on what your main
research questions are and the context in which the data are collected.

Here we consider how to add a categorical explanatory variable to our model.
Certain categorical variables, for example gender and school gender in the
tutorial example, will ALWAYS be fitted as fixed effects. This is because
these variables have a limited number of categories and all categories are
present in the dataset. The motivation behind fitting a categorical variable,
for example school, as a set of random effects is that the categories of this
variable that we observe are, in fact, a sample of the possible categories.
Then, just like our observations at level 1, we can think of our categories
as being a sample from a population of categories and make a distributional
assumption about these categories.

The main reason for fitting a categorical variable as a random term rather
than as fixed effects is if our primary interest is in the variability across
the various categories rather than inferences about any single category. For
example we may want to calculate how much of the variability in our outcome
variable is due to the schools attended and how much is residual variation due
to pupil differences. Also as we may only have a small sample of level 1 units
for each category, the random effects produced will be more conservative than
the category effects produced by a fixed effect model. This is because we use
the fact that categories, for examples schools, are similar to each other, in
that case we may borrow strength from the other schools and when we wish
to estimate them, we “shrink” the school effects towards the average school
effect.

35
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In multilevel modelling when we treat a categorical variable as a set of random
effects we describe the set of categories as a level in the model. This is because
our observations (level 1 in the model) are nested within these categories, for
example pupils are nested within schools. The level terminology can be
extended for example to 3 levels if we want to extend our model to contain
both effects for schools, and for the local education authorities (LEASs) to
which the schools belong. Here we have a nesting of pupils within schools and
schools within LEAs and hence a 3 level structure. Note that we will see in
later chapters that structures are not always nested, leading to cross-classified
structures. Here we will use the alternative terminology of classification
rather than level.

Levels are not the same as random effects as there may be several sets of
random effects at a level; such models, called random slopes regression mod-
els, are described in a later chapter. Having more than one set of random
effects in a model can be thought of as the random equivalent of having an
interaction between a categorical variable and another explanatory variable
in the model as we will see in the later chapter.

For now, to distinguish between levels and random effects, we will have school
as the level and the school intercepts as the random effects.

3.1 A 2 level variance components model for
the Tutorial dataset

We will now return our attention to the tutorial dataset. At the end of the
last chapter we had fitted the school fixed effects model. This time we will
fit a school random effects model. To do this we will have to remove all the
fixed effects that are currently in the model, This may be done by reloading
the worksheet tutorial.ws or:

e In the Equations window click on the Clear button.

This will reset our model and we will have to set up our model from scratch.
Now we need to set up the linear regression model that contains the intercept
and the standlrt explanatory variable, which was fitted first in the last
chapter. (If you are unsure how to do this follow the instructions in the last
chapter.)

We now have to add random school level intercepts to the model. Note that
to do this you should have the estimation method set to IGLS. The variable
cons is associated with the intercepts and so you need to do the following:
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and the following X variable screen will appear:

We now need to:

to allow for level 1 variation and random intercepts for each school. Note that
you may already have the i(student) box ticked from the regression in which
case you need to ensure it is still ticked. The model we have now set up is a
member of the variance components family. A model is called a variance
components model if there is only one set of random effects (intercepts) for
each level in the model. This is because the model splits the total variation
into components of variation for each level in the model. The particular
variance components model with an intercept and slope term in the fixed
part is often called a random intercepts model. This is because graphically
(as shown in the User’s Guide to MLwiN), each school can be represented
by a (parallel) regression line with a fixed slope and a random intercept.

We will now run the model firstly using IGLS to obtain starting values, and
then using MCMC with the default settings:

Again if you have the Equations and Trajectories windows open you will
see the estimates and traces change as the estimation proceeds. Upon comple-
tion of the 5,000 iterations the Trajectories window should look as follows:
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Trajectories E@.
Deviance(MCMC) = 9209.146(4059 of 4059 cases in use) Gio =0.097(0.021)
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Here we see that, unlike the linear regression example in the last chapter,
these traces do not all look healthy and the trace for 5, looks quite auto-
correlated i.e. each value of the trace is highly correlated with the preceding
value. We can get more detailed diagnostic information about a parameter,
for example the slope coefficient 5y, by clicking the left mouse button on
the parameter trace for $;. The program will then ask ‘Calculate MCMC
diagnostics?” to which you should click on Yes. The message “Calculating
MCMC diagnostics ... May take a while.” will then appear and after a
short wait you will see a diagnostics screen similar to the following:

MCMC Diagnostics - fixed : standlrt [=]=]Be

it
dnery

| N - o v - — e T e T T
= Accuracy Diagnostics
= Raftery-Lewis (quantile) : Nhat = (3803,3803 )
i when q=(0.025,0.975 ), r = 0.005 and s = 0.95
= Brooks-Draper (mean) : Nhat = 30

when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name : f;  posterior mean = 0.563 (0.000) SD =0.012 mede =0.563
quantiles : 2.5% = 0.539, 5% =0.543, 50% =0.563, 95% =0.584, 97.5% = 0.588
bl i i i v i ion Effective Sample Size (ESS) = 4413

Diagnostic Settings

The upper left-hand cell simply reproduces the whole trace for the parameter.
The upper right-hand cell gives a kernel density (which is like a smoothed
histogram) estimate of the posterior distribution; when an informative prior
distribution is used the density for this distribution is also displayed in black
(see examples in later chapters). We can see in this example that the density
looks to have approximately a Normal distribution. The second row of boxes
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plots the autocorrelation (ACF) and partial autocorrelation (PACF) func-
tions. The PACF has a small spike at lag 1 indicating that Gibbs sampling
here behaves like a first order autoregressive time series with a small auto-
correlation of about 0.1. The ACF is consistent with this suggesting that the
chain is adequately close to independently identically distributed (IID) data
(autocorrelation 0).

The third row consists of some accuracy diagnostics. The left-hand box
plots the estimated Monte Carlo standard error (MCSE) of the posterior
estimate of the mean against the number of iterations. The MCSE is an
indication of the accuracy of the mean estimate (MCSE = SD/y/n, where
SD is the standard deviation from the chain of values, and n is the number
of iterations). This graph allows the user to calculate how long to run the
chain to achieve a mean estimate with a particular desired MCSE. The right-
hand box contains two contrasting accuracy diagnostics. The Raftery-Lewis
diagnostic (Raftery & Lewis, 1992) is a diagnostic based on a particular
quantile of the distribution. The diagnostic Nhat is used to estimate the
length of Markov chain required to estimate a particular quantile to a given
accuracy. In MLwiN the diagnostic is calculated for the two quantiles (the
defaults are the 2.5% and 97.5% quantiles) that will form a central interval
estimate. For this parameter the estimated chain length (Nhat) is 3,804 for
both quantiles (note this is unusual and generally the quantiles will have
different Nhat values) so having run the chain for 5,000 iterations we have
satisfied this diagnostic. The Brooks-Draper diagnostic is a diagnostic based
on the mean of the distribution. It is used to estimate the length of Markov
chain required to produce a mean estimate to k significant figures with a given
accuracy. Here we can see that to quote our estimate as 0.56 (2 significant
figures) with the desired accuracy requires the chain to be run only for 30
iterations so this diagnostic is also satisfied for this parameter.

The interpretation of the numbers q = (0.025,0.975), r = 0.005 and s = 0.95
in the Raftery-Lewis diagnostic is as follows: With these choices the actual
Monte Carlo coverage of the nominal 100(0.975 — 0.025)% = 95% interval
estimate for the given parameter should differ by no more than 100(2xr)% =
1 percentage point with Monte Carlo probability 100xs = 95%. The values
of q, r and s can be changed.

The bottom box contains some numerical summaries of the data. As well as
the mean (with its MCSE in parenthesis), this box also contains the mode
and median estimates. To estimate both 90% and 95% intervals this box also
contains the appropriate quantiles of the distribution. For example a 95%
central interval (Bayesian credible interval) runs from 0.539 to 0.588.

Also in the bottom row of the box details of the run length of the Markov
chain are given. We also include an estimate of the effective (independent)
sample size (see Kass et al., 1998). Here the number of stored iterations is
divided by a measure of the correlation of the chain called the autocorrelation
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time x where

K= 1+22p(k)
k=1

To approximate this value, we evaluate the sum up to £ = 5 and then every
subsequent value of k until p(k) < 0.1. So in this example we have an almost
independent chain and our actual sample of 5,000 iterations is equivalent to
an independent sample of 4,413 iterations.

Note that many of the settings on the diagnostics screen can be changed from
their default values. For more information on changing the diagnostics screen
settings see the on-line Help system. To see a somewhat different picture you
can shut down this window and click, for example, on the plot for the level
2 variance in the Trajectories window (shown below).

MCMC Diagnostics - school : cons/cons E"E‘.

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (4198,3995 )
when q = (0.025,0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 11359
when k = 2 sigfigs and alpha = 0.03

iop e

Summary Statistics
param name : cri_3 posterior mean = 0.097 (0.000) SD =0.021 mode =0.092
quantiles : 2.5% = 0.063. 5% =0.068. 50% =0.095, 95% =0.135, 97.5% =0.145

5 fterati i rerv jteration Effective Samole Size (ESS1 = 2821
Update Diagnostic Settings Help

Here we can see in the kernel density plot that the posterior distribution
is not symmetric which is to be expected for a variance parameter. The
Raftery-Lewis diagnostics suggest that we have run for long enough although
to quote the mean estimate as 0.097 with 95% confidence the Brooks-Draper
diagnostic suggests we run for 11,365 iterations. We see in the summary
statistics that the 90% and 95% central credible interval that we can calculate
from the quantiles will reflect the skewed nature of the posterior distribution.
Also we see that the mode is less than the mean due to the long tail to the
right of the distribution.

Finally, we can compare the results from Gibbs to the results from the IGLS
method for this model in the following table:
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Gibbs Posterior IGLS
Parameter | Mean | SD Mean | SD
Bo 0.005 | 0.042 0.002 | 0.040
o5 0.563 | 0.012 0.563 | 0.012
o2y 0.097 | 0.021 0.092 | 0.018
o2 0.566 | 0.013 0.566 | 0.013

The only real difference is the slightly higher value for the Gibbs estimate of
the level 2 variance. The Gibbs estimate for the mode of 0.092 (see above)
is identical to the IGLS estimate (to 3 decimal places) since the maximum
likelihood estimate approximates (in effect) the posterior mode (with a dif-
fuse prior) rather than the mean. In some situations, the choice of diffuse
prior (for the variance parameter) will be important, in particular when the
underlying variance is close to zero and poorly estimated (i.e. with a large
standard error). This may be particularly noticeable in random coefficient
models and is a topic of current research (Browne, 1998). We will talk about
the choice of prior in more detail in a later chapter.

3.2 DIC and multilevel models

We can now work out the DIC diagnostic for this model via the Model
menu:

e Select MCMC/DIC diagnostic from the Model menu.

Dbar | D(thetabar) pD DIC
9209.15 9146.16 | 59.98 | 9269.13

Here we will notice a difference between random effects models and fixed
effects models. If we were to assume fixed school effects then our model
would have 65 school intercepts plus the level 1 variance plus the fixed slope
effect resulting in 67 parameters. Here however the school effects are related
through the fact that they have a common variance structure and so we do not
have independent 67 parameters. In fact, in this model the DIC diagnostic
estimates the number of independent parameters to be approximately 60.

3.3 Comparison between fixed and random
school effects

In the last chapter we fitted a fixed effects model that also included a gender
effect. We can now add this gender term into our above model. To do this
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we need to do the following:

When the estimation has finished this time you should have estimates in the
Equations window as follows:

normexam, ~ N(XB, Q)
normexam, = ﬁoy.cons +0.559(0.01 3)stand]rty + 0.172(0.032)girly.
ﬁoy =-0.093(0.041) + uy; + €y

[uoj] ~NO, Q) : Q,= [0.092(0.019)]

[eoy. ~N(0. Q) : Q= [0.562(0.012)]

PRIOR SPECIFICATIONS

p(Bal

p(B)al

By a1

p(1/c.,) ~ Gamma(0.001,0.001)

p(1/c2,) ~ Gamma(0.001,0.001)

Deviance(MCMC) = 9184.931(4059 of 4059 cases in use)
UNITS:

school: 65 (of 65) inuse
MName + - Add Term Estimates Monlinear Clear Motation Responses Store Help Zoom 100

If we were now to compare the DIC diagnostic for this model with the equiv-
alent fixed effect formulation fitted at the end of the last chapter we would
get the following:

Dbar | D(thetabar) pD DIC
9184.93 9124.37 | 60.56 | 9245.49 | (random effects)
9183.46 9115.36 | 68.10 | 9251.56 | (fized effects)

So we see here that in terms of fit (D(thetabar) column) the random effect
model is actually a worse fit to the data than the fixed effects model. How-
ever due to the dependency between the random effects the actual effective
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number of parameters has been reduced by ~ 7.5 so we have a less complex
model. When this is taken into account the actual diagnostic DIC value for
the random effects model suggests an improvement of 6 points.

In the next chapter we will continue looking at the random effects variance
components model introduced in this chapter and consider other estimation
methods and other features of the model

Chapter learning outcomes
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Chapter 4

Other Features of Variance
Components Models

In this chapter we will return to the variance components model we consid-
ered in the last chapter. We will firstly show how to fit this model using the
other MCMC methods available in MLwiN. We will then look at some other
features of the variance components model for example residuals, school ranks
and the intra-school correlation. The final model we considered in Chapter 3
had gender effects that we will now remove. To remove a term from a model
we do the following:

The Equations window should now look as follows:

45
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Equations E@.
normexam,; ~ N(XB, Q)

normexam, = )805.-90115 +0.563(0.0 ll)standlrtg.
Boy =0.002(0.040) + uy, + ey,

1] ~NC©, 2 : ,=[0.0020015)]
[e] ~NC. ) : ,=[05660.013)]
-2*loglikelihood(IGLS Deviance) = 9357.242(4059 of 4059 cases in use)

UNITS:
school: 65 (of 65) in use

Mame + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100 -

4.1 Metropolis Hastings (MH) sampling for
the variance components model

Although for Normal response models the default MCMC method is Gibbs
sampling for all parameters, we can still use other methods via the Advanced
MCMC Methodology Options window. Metropolis Hastings sampling is
particularly useful for multilevel generalised linear models as will be seen in
the later chapters of this manual. We shall firstly see how it can be used
on a normal response variance components model. To use MH sampling, go
back to the Estimation control window and click on MCMC. Then select
MCMC/MCMC methods from the Model menu, which will bring up
the following window:

Advanced MCMC Methodology Options .
Estimation Method
Fixed Effects
® Gibbs ) Univarigte MH () Multivariate MH
Random Effects (Residuals)
®) Gibbs O Univarigte MH ) Muttivariate MH

Higher Level Varance Matrices
Updated by Gibbs sampling.

Level 1 Varance
Updated by Gibbs sampling.

Metropolis-Hastings settings

Scale factor for proposal variances 5.8 2| /block dimension.

Use adaptive method

Desired acceptance rate() 500 = Desired tolerance(%) 10.0 z
MH Cycles per Gibbs iteration 1 z

| Reset || Done || Help |

This window contains the options to change the estimation methods used
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for various groups of parameters as well as other advanced options including
a selection of Metropolis Hastings settings. As the window shows you can
change the MCMC method used for both the fixed effect parameters and the
residuals (the variance parameters are always updated by the Gibbs sampling
method). To use Metropolis Hastings sampling:

e Seclect the method Univariate MH for the fixed effects.

e Select the method Univariate MH for the random effects (residu-
als).

e Select the Done button.

We now look at how to use the settings.

4.2 Metropolis-Hastings settings

The performance of the Metropolis Hastings method depends very much on
the proposal distribution used. A proposal distribution that accepts too
many or too few proposals will produce highly autocorrelated chains. In
MLwiN, the Metropolis Hastings sampler has some additional settings to
help choose ‘good’ proposal distributions for the parameters. There are two
strategies that can be used in MLwiN to produce good proposal distributions.
Firstly it was shown in Gelman, Roberts & Gilks (1995) that for a simple
Normal posterior distribution, a univariate Normal proposal distribution with
a variance 5.8 times the true variance of the parameter is the best proposal
distribution. Hence in MLwiN the user has the option to input a scale factor
for proposal variances. This number will then be multiplied by the estimated
parameter variance (from IGLS/RIGLS) to give the proposal distribution
variance. Although this works for single level Normal models, studies of
multilevel models (Browne, 1998) have shown that the factor 5.8 is not always
the best and is often too high.

The second approach, the adaptive method, which is used by default in the
development release of MLwiN is to find proposal distributions that give a
particular desired acceptance rate. Experience suggests that rates of between
30% and 70% provide a useful compromise between a proposal variance that
is too large and a variance that is too small. If the proposal variance is
too large, the chain stays where it is for long periods before making a large
jump, whereas if it is too small the chain makes lots of little moves but takes
a long time to explore the whole sample space. MLwiN finds the desired
proposal distribution by running an adapting period before the burn in. In
this adapting period the proposal distribution is modified to improve the
acceptance rate.

The settings screen contains two boxes labelled desired acceptance rate
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(default 50%) and desired tolerance (default 10%). If the adaptive method
is selected then when you click on the Start button, MLwiN will make an
exploratory run of up to 5,000 iterations while displaying the message ‘Run-
ning Adaptive procedure and Burning in’. During this period the proposal
variance is modified every hundred iterations depending on the acceptance
rate in the current batch of hundred iterations to ensure that the acceptance
rates for all parameters are as close to 50% as possible, and in the range
50%—10%=40% to 50%+10%=60%. Once this is achieved the adapting pe-
riod ends and the burn in begins as with Gibbs sampling.

We will now look at running the variance components model with the adap-
tive method.

4.3 Running the variance components with
Metropolis Hastings

After setting up the variance components model as before and running the
IGLS method to get starting values, the Metropolis Hastings sampler was
run with the default settings. After 5,000 iterations clicking on the graph for
f1 in the Trajectories window you should now see diagnostics for [3; similar
to the following:

MCMC Diagnostics - fixed : standirt [=][m]Be

=

as =

£ =

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (13979.12572 )
when q = (0.025,0.975 ), r =0.005 and s = 0.95
Brooks-Draper (mean) : Nhat= 113

when k = 2 sigfigs and zlpha = 0.05

iy T e

Summary Statistics
param name : 8, posterior mean = 0.563 (0.000) SD =0.012 mode =0.563
quantiles - 2.5% = 0.540, 5% =0.543, 50% =0.564, 95% =0.583, 97.5% =0.586

5 iterati i rerv iteration. Effective Samole Size (ESS) = 973.
Update Diagnostic Settings Help

We can now see that both accuracy diagnostics give Nhat values that are
considerably higher than for Gibbs sampling so that for this model MH would
take longer than Gibbs sampling to give the same accuracy. We also see that
the first order autocorrelation is about 0.65, which is substantially higher
than for Gibbs and results in an effective sample size of only 973. This also
implies a longer chain length is needed. If we run the MH sampler without
the adaptive method, we obtain a slightly higher Nhat value of about 16,400
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for the Raftery-Lewis diagnostic for the 2.5% quantile.

The following table compares parameter estimates from IGLS, Gibbs and
MH with both the scale factor and adaptive methods.

Parameter || IGLS | Gibbs | MH Scale Factor | MH Adaptive
= 5.8 | with defaults

Bo 0.002 | 0.005 0.013 -0.005

B 0.563 | 0.563 0.563 0.563

o2, 0.092 | 0.097 0.097 0.097
a2 0.566 | 0.566 0.566 0.566

MH and Gibbs sampling show good agreement, and apart from the level two
variance parameter there is good agreement with RIGLS too. The estimates
of the intercept [y show some variability but this is because this parameter
has larger Nhat values and so the chains have not been run for long enough
and in all cases this parameter is effectively zero. It is often useful with
MCMC estimation to try both Gibbs and MH to confirm your estimates.
We will now describe some additional MH features available in MLwiN.

4.4 MH cycles per Gibbs iteration

The parameter MH cycles per Gibbs iteration governs how many times
the steps for the parameters being estimated by MH are run for each iteration.
This is useful as the MH method tends to give higher autocorrelations than
the Gibbs sampling method. For example if the parameter is set to 3 in
the above example, the Raftery Lewis Nhat for 8; reduces to 5,973 and the
autocorrelation of its chain is reduced to 0.4 (ESS increased to 2,406). Note
that this reduction in autocorrelation has to be balanced by the increase in
time to run the model and in this case the 5000 iterations takes just under
double the time.

4.5 Block updating MH sampling

As described earlier, the Gibbs sampling estimation method in MLwiN up-
dates the parameters in blocks; all fixed effects are updated together as are
all the level 2 residuals for one level 2 unit (for a variance components model
there is only 1 residual per level 2 unit). In contrast the MH estimation
method uses univariate updates for each parameter separately. In this devel-
opment release, a block updating MH method is also available. This method
updates the parameters in the same blocks used by the Gibbs sampling
method.
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Parameters are updated in blocks using multivariate Normal proposals that
take account of the correlation between the parameters in the block. As
several parameters are updated together acceptance rates for each block will
be lower than the acceptance rates achieved by updating each parameter
individually, although updating the block should be faster than updating each
parameter individually. The block updating sampler constructs a proposal
based on the covariance matrix of the parameters in the block and a tuning
constant. See Browne & Draper (2000) for more details.

In the variance components example, there is only one set of level 2 residu-
als but two fixed effects. Consequently changing the estimation method to
Multivariate MH, i.e. block updating, will have no effect for the residuals
but will have an effect for the fixed effects. After running IGLS, bring up
the Advanced MCMC Methodology Options window and change the
settings as follows:

e Select the method Multivariate MH for the fixed effects.
e Change the Desired acceptance rate (%) to 40.
e Change the MH cycles per Gibbs iteration back to 1.

We have here changed the desired acceptance rate to 40% in the Metropolis
Hastings settings box. This is because the optimal acceptance rate for a block
update is smaller the larger the block size. The block updating method is
currently regarded as ‘experimental’ because ideally the optimal acceptance
rate for the fixed effects and the optimal acceptance rate for the level 2 resid-
uals will be different when the block sizes are different. Currently however
the user may only enter a global desired acceptance rate.

The Advanced MCMC Methodology Options window should then look
as follows:

Advanced MCMC Methodology Options .
Estimation Method
Fixed Effects
O Gibbs O Univarizte MH @) Muttivariate MH

Random Effects (Residuals)
) Gibbs ® Univaigte MH () Multivariate MH

Higher Level Varance Matrices
Updated by Gibbs sampling.

Level 1 Varance
Updated by Gibbs sampling.

Metropolis-Hastings settings

Scale factor for proposal variances |58 -5~/ block dimension.
|Use adaptive method
Desired acceptance rate(%) 400 (5 Desired tolerance(%) 100 -2

w

MH Cycles per Gibbs iteration 1

€ >

Reset || Done || Help |
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The method was run for 5,000 iterations after an adapting period and tra-
jectory traces of the last 50 iterations of the chains (which can be obtained
by modifying the view last box) can be seen below:

Trajectories E“E‘.
Deviance(MCMC) = 9208.215(4059 of 4059 cases in use) oiu =0.099(0.021)

= o

0.

£ en

2200. o

oz

=1t am
L L L : : : L : 1 : : :

=50 1550 570 1550 550 = 250 550 50 4550 =y =

B, = 0.001(0.047) o2, = 0.566(0.013)

oos. LE
o4 o
os
ooz
oss
e oss.
e ' ' L L L S L L L L L

ss50 1550 4570 1550 4350 s000 e s 570 4350 4550 s000

A, = 0.563(0.012)

=
o
- %
= ‘ ‘ . ‘ ‘

=) e 1570 4320 220 5000

Zoom 100 = Select Help viewlast: rawdata -

On close inspection it can be seen that the two chains for the fixed effects,
Bo and (1, are being updated as a block, as the jumps caused by accepted
proposals occur simultaneously. Note that sometimes (for example [y in the
last iteration) the accepted new value is very similar to the current value.
We will now return to Gibbs sampling and consider other features of the
variance components model. First we must reset all of the MCMC settings:

e Sclect IGLS and run the model (press the Start button).
Change estimation mode to MCMC

Select MCMC/MCMC Methods from the Model menu.
Click on the Reset button.

Click on the Done button.

4.6 Residuals in MCMC

Although a multilevel model contains many parameters, by default when
running MCMC sampling, the full MCMC chains are only stored for the
fixed effects and variance parameters. For the residuals, only means and
standard errors are stored from their chains. It is then these values that
are used when the residuals options, as demonstrated in the User’s Guide to
MLwiN Chapter 3, are used whilst running MCMC. If however an accurate
interval estimate or other summary statistics are required for a residual then
there is also the option of storing all the residuals at a given level.

To store residuals will generally require a large amount of memory as there
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are generally a large number of residuals per level. We will consider storing
only the level 2 residuals here, although even then we will have 65 residuals,
one per school. To store residuals:

and the window will look as follows:

[] Store Level 1 Residuals

oo 2R G e

| Do || Hep |

This option means that the chain values for the 65 residuals will be stacked
in column c301.

After running the model we will now have to split column ¢301 into 65
separate columns, one for each residual. To do this we need to generate
an indicator column that is a repeated sequence of the numbers 1 to 65 to
identify the residuals. To generate this sequence of numbers in column ¢302
select the Generate vector window from the Data Manipulation menu
and choose the options as shown in the window below:

Type of vector
() Constart vector () Sequence (® Repeated Sequence
Output column |e302 v
Meimum number |65 |
Mumber of repeats per |1 |
Number of blacks [5001 |

| Hep | Generte | Randomnumbers .. |

We now need to use the Split column option from the Data Manipulation
menu to identify the columns that will contain the individual residual chains:
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The above set of instructions will then produce the following screen:

15 c37 ™~
(oo ] [ peswmsms | [ | [Fommwet | [Bmaie] | o

The columns ¢303-¢367 will now contain the chains of the school level resid-
uals.

We can name the columns ¢303-c367 if we wish by using the Names win-
dow and then display the MCMC diagnostics via the Column diagnostics
window that can be found under the Basic Statistics menu as follows:

Choose the column containing the residual for school 1 (¢303) that has here
been named ‘schooll’ via the Names window and click on Apply to see the
diagnostics as follows:
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MCMC Diagnostics - school1 [=|[=]pd

U

=
3 : t = x : 3 i : : ! ? T )

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (36464712 )

when q = (0.025,0.975 ),r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 1919
when k = 2 sigfigs and alpha = 0.05

. st "
4 ¥ & %

Summary Statistics
Column : schooll  posterior mean = 0.371 (0.002) SD =0.092 mede =0.369
quantles : 2.5% =0.192. 5% =10.219, 50% =0.370, 95% =0.522, 97.5% = 0.553

5 fterati 1 rerv jteration. Effective Samole Size (ESS) = 1878,
Update Diagnostic Settings Help

As can be seen from the kernel density plot of the residual, this residual
has a posterior distribution that is close to Normal, which is what we would
expect. This means that we can generate an interval estimate based on the
Normal assumption and do not need to use the quantiles.

4.7 Comparing two schools

We may also be interested in two schools (for example schools 1 and 2) and
finding which school has the larger effect in our model. We could do this
by simply comparing the residuals and the standard errors for these two
schools. Alternatively we could look at the chain of differences, which can be
calculated by typing the following commands in the Command interface
window:

» Calc c368=c303-c304
» Name c368 'Diffi1-2'

Then we can look at a plot of this new function using the column diagnostics
window, which will give the following diagnostics:
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MCMC Diagnostics - Diff1-2 =l=l3E

3
B

]
Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (3955.3679 )
when q = (0.025,0.975 ), r =0.005 and 5 = 0.95
Brooks-Draper (mean) : Nhat = 2536

when k = 2 sigfigs and alpha = 0.05

8 T
§. 9 % 7 4

Summary Statistics
Column : Diff1-2  posterior mean=-0.127 (0.002) SD =0.128 mode =-0.132
quantiles : 2.5% =-0.374, 5% =-0.338, 50% =-0.129, 95%=0.083, 97.5% =0.125
5 fterati i rerv fteration. Effective Samole Size (ESS) = 5163.

Here we can see that the value 0 is inside both the 90% and 95% intervals
and so the two school residuals are not significantly different, although on
average school 2 is performing better than school 1.

We can again use the command interface window to see how often each school
performs better in these chains with the following commands:

» Calc c369 = 'diffi1-2' > O
» Aver c369

These two commands give the average 0.166 so that school 1 performs better
than school 2 in 16.6% of the iterations. This can be compared with the
1-sided P-value of 0.161 when testing whether this parameter is significantly
different from zero (assuming Normality).

4.8 Calculating ranks of schools

We may also be interested in the ranks of the schools rather than their actual
residuals and MCMC allows us to calculate point and interval estimates for
each school’s rank (see Goldstein & Speigelhalter, 1996).

Here we need to run several commands to split and sort the residuals and
then rank the schools and so we have included the required commands in the

macro rank.txt.

To open this macro:
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The macro will then appear as follows:

loop over all iterations

bi0 = 5001

bl 1 biOD

copy all 65 residmals for iteration bl to c200
b2 = 1+(bl-1)*65

b3 = bl#*65

b2 b3 301 c200

rank the 65 schools for iteration bl to c201
c200 c201

stack up the ranks in c202

c202 c201 c202

split the ranks inteo columns c303-c367
split c202 c302 c203-c267

Execute Execute selection Gotoend Find:

This macro will give chains for the ranks of each school in columns c203-
c267. Run this macro now by clicking on the Execute button. Note that this
macro will take a bit of time to run. It would be useful from this to calculate
a ‘caterpillar’ style plot for the ranks and the following macro rank2.txt
(which can be opened and run after the rank.txt macro) calculates the
median, 2.5% and 97.5% quantiles for each school.

erase o368-c373
bkl 203 267
sort the ranks for each school
cbl cbl

stack 2.5% pts to o368

126 c203-0267 c303-2367

o303-c367 o368

stack medians to c369

2501 c203-c267 c303-c367

c303-c367 c369

stack means to c373 for cobtaining unigoe ranks
b1l 203 267

cbl b2 b3

2373 b3 c373

=tack 97.5% pts to <370

4876 c203-c267 c303-c367

c303-c36T7 <370

transform #*pts to differences from mean/median estimate for graphs
c374=c373-c368

o375=c370-c373

c368=c369-c368

c370=c370-c369

generate column of school numbers and rank order

1 &5 371

o373 o372

2369 "median' c368 'lowlim' <370 "oplim' c371 'schno' c372 "rankno'
a373 'mean' 2374 'llmean' <375 "nlmean'

Execute Execute selection Goteend Find: Replace:
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Note that this macro will reuse the columns in which the 65 residual chains
were stored earlier. We can then graph the schools by using the Customised
graph window; we first set up the x and y variables as follows:

Customised graph : display 1, data set 1 E”E.

- Apply Labels

)]

ds# Y

1 median
2

3

4

5

6

]

5

£ ]

X
schno

~

Clear Display Del data set Help _

Details for for data set number (ds#) 1

plot what? |Dlot shie | position | emor bars | other |
y e
filter none]l  w| group [none] W

plot type | point v

row codes col codes

Next we set up the limits on the error bars tab as follows:

Customised graph : display 1, data set 1 E|

o]

= Apply Labels Clear Display Del data set Help_

)]

ds# Y

1 median
2

3

4

5

6

]

5

< m

X
schno

L)

Details for for data set number (ds#) 1
| plot what? | plot style | position | emorbars | other |

plot as offsets W

¥ EmOrtyPe |emorbars v

Then the graph will look as follows (with titles added) once the Apply
button has been pressed:

Graph display: 1

o

+ !

<
E34
174 L l l
0 | “ | —-A 4
0 17 34 51
school

This graph shows the ranks (plus intervals) for all 65 schools, noting that rank
65 here is the highest achieving school and rank 1 the lowest (after adjusting
for intake score). We can see that there is often great overlap between the
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relative rankings of the schools and in many cases great uncertainty in the
actual ranks. We can convert the graph into the more common ‘caterpillar’
plot by replacing the ‘y’ variable with ‘mean’, the ‘x’ variable with ‘rankno’.
This sorts the schools according to rank rather than numeric order. The error
bars columns should be replaced with the columns ‘ulmean’ and ‘llmean’.
Note that the mean has been used to calculate ranks (to avoid ties) so the
points plotted are now mean ranks and not median ranks as in the previous
graph. Note also that we have rescaled the axes and changed the symbol
used for the points in this graph.

Graph display: 1 EE.
51—+
=
& 34+
17+
0 j — j
0 17 34 51

school

4.9 Estimating a function of parameters

We have now seen how to calculate accurate interval estimates for residuals
and for ranks of the schools. There are however other parameters not esti-
mated directly as part of the model that could be of interest. In Chapter 2 of
the MLwiN User’s Guide, for example, the intra-school correlation, p,, was
described. This parameter is a function of the level 1 and level 2 variance
parameters and so can be calculated from these parameters via the simple
formula:

ps =0,/ (0 +07)

Not only can a point estimate be calculated for this parameter but given
the chains of the variance parameters, the chain of this function can be
constructed and viewed. You should at this point have a Gibbs sampler run
of 5001 iterations. If not, run the Gibbs sampler again using the default
settings except for running for 5,001 iterations. All the parameters that can
be viewed in the Trajectories window are stored in a stacked column (in
this case C1090 is always used) in a similar way to how the residuals were
stored in the last section.

In order to calculate the function of parameters we are interested in we will
have to firstly unstack column ¢1090. This can be done using the Generate
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vector and Split column windows from the Data manipulation menu in
a similar way to the residuals example in the previous section. Alternatively
the Command interface window can be used and the following commands
entered:

Having split the variables into different columns we can then name the
columns either by using the Names window or again by using the Com-
mand Interface window by typing the NAME command as follows:

We now need to calculate the chain of values for the intra-school correlation
(ISC) and we do this by using the Calculate window, which can be found
in the Data Manipulation menu. The column ‘ISC’ should be calculated
as follows:

[a] ISC" = Tev2var’ / (lev lvar' + lev2var)

ABSOlute
ACOS

ALOGit

ANG Ular
ANT llogarthm
ASIN

ATAN

[ Help | Calculate

Then after calculating the chain for the intra-school correlation function we
now need to use the Column Diagnostics window from the Basic Statis-
tics menu to display the chain:

Having clicked on Apply the diagnostics window should appear as follows:
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.8 ™ g

- -
: Accuracy Diagnostics
= Raftery-Lewis (quantile) - Nhat = (43633929 )
| &= when q = (0.025,0.75 ), = 0.005 and 5 = 0.5
: Brooks-Draper (mean) - Nhat = 186
- when k = 2 sigfigs and alpha = 0.05

Summary Statistics
Column : ISC  posterior mean = 0.146 (0.000) SD =0.026 mode =0.141
quantiles  2.5% = 0.101, 5% =0.107, 50%=0.143, 95%=0.193, 97.5% =0.204
001 a fterati storis erv fteration. Effective Samvle Size (ESS) = 2806.

This window shows that although we are not sampling the derived variable
ISC directly we can still monitor its Markov chain. This has the advantage
that we can now calculate an accurate interval estimate for this function.

Chapter learning outcomes




Chapter 5

Prior Distributions, Starting

Values and Random Number
Seeds

In this chapter we consider some other features of the MCMC estimation
procedures in MLwiN. We will still consider the variance components model
with one predictor (standlrt) discussed in the last two chapters and will
look at how to modify the prior distributions, starting values and random
number seeds used for this model.

5.1 Prior distributions

In Chapter 1 we described the default prior distributions used in MLwiN. We
also mentioned that these defaults are different (for the variance parameters)
from the priors used in the first version of MLwiN (release 1.0). This is
because these new priors generally give less positive bias when the parameter
estimate based on the mean is used. The old default priors can still be
selected via the MCMOC window available from the Model menu, as can
informative priors.

5.2 Uniform on variance scale priors

The default variance priors used in MLwiN (release 1.0) are now offered as
an alternative to the new default priors. The tmproper diffuse priors used
previously were as follows:

e For random parameters priors are placed on variances and covariance
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matrices p(€2) o< 1 (a constant prior over the positive definite matrices
Q, or a uniform prior for o2 for a single variance)

These priors are functionally equivalent to the following proper priors:

e For single variance parameters, a Uniform prior U(0, ¢) where ¢ is cho-
sen so that (0,c) spans the range in which the likelihood for the pa-
rameter is non-negligible.

e To use these priors select Uniform on variance scale for the de-
fault diffuse priors for variance parameters on the MCMC priors
window available from the Model menu.

Comparing these priors (with the default I'"!(e, ) priors used thus far for
single variances) using the Gibbs sampler on the variance components model
we get the following results (using a monitoring run of 5,000):

Parameter IGLS Gibbs
(T~!(e, ) priors) | (Uniform priors)
Bo 0.002 (0.040 0.005 (0.042) | 0.004 (0.042)
b1 0.563 (0.012) 0.563 (0.012) 0.563 (0.013)

o2, (Mean)

0.092 (0.018)

0.097 (0.021)

0.101 (0.022)

0.092
0.566 (0.013)

0.095

o2, (Mode) -
2 0.566 (0.013)

o2 0.566 (0.013)

So we see that the Uniform prior tends to give larger variance estimates
than the default priors when the number of level 2 units is small. Browne
(1998) and Browne & Draper (2006) show this in more detail via simulation
experiments and we will discuss running simulations in MLwiN in greater
detail in Chapter 8.

In this version of MLwiN it is also possible to change the parameters of the
['~! priors via the MCMC/ priors window available from the Model menu.
The defaults are a = 0.001, b = 0.001 but another popular choice is to set
a=1.0 and b= 0.001.

5.3 Using informative priors

MLwiN also allows the user to specify informative priors for any of the pa-
rameters in the model. This could be useful if the user already has some
prior knowledge on the values of the unknown parameters. We will firstly
consider specifying an informative prior for the fixed effect associated with
the intake score (LRT).
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Again we will start with IGLS starting values so run the model using the
IGLS method. Then on the MCMC Priors window:

e Click on Gamma priors to return to the default variance priors.

e Click on the Informative Priors... button.

The following window will appear showing all the parameters in the model
(in this case the level 1 and level 2 covariance matrices contain just a single
variance term):

Priars - O .
l"E'JIZI I'81 ﬂu ﬂe

Done Help

For the fixed parameters, informative priors are assumed to be Normal and
are chosen by specifying the mean and SD. The priors for a covariance matrix
are assumed to have an inverse Wishart distribution and the specification
is described in the next section. Note that for scalar variances, as in this
example, an informative inverse Gamma distribution will be used. We wish
to add a prior for the slope parameter, 3;. Let us assume, for illustration, that
from a previous study we have (after transformations) observed an estimated
coefficient of 1.0 for LRT intake score.

If you click on, for example, 3;, and then enter an informative prior with
a mean of 1 (remembering the posterior estimate from a ‘diffuse’ prior is
just over half this) and a prior SD of 0.01 (implying highly accurate prior
knowledge), and click on f; again the window will appear as follows:

Priors E”E.
"3[] IBl ﬂu Qe

Prior information for fived coefficient of standit

mean (1] | SDjom

Done Help

The asterisk that appears next to §; indicates that a prior distribution has
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been set for this parameter. (You can get back to the default by clearing the
values and clicking next to the asterisk.) Now:

e Click on the Done buttons to close down the two Priors windows.

e Click on the Start button to run the Gibbs sampler.

After 5000 iterations, if you click on the trajectories window for g, the
diagnostics plot will appear similar to that below:

when k = 2 sigfigs and alpha = 0.05

MCMC Diagnostics - fixed : standirt [=]=]E=
= ~
& /A
. /A
H ji \
! e \\
| . e e L o
3 Accuracy Diagnostics
- Raftery-Lewis (quantile) : Nhat = (3680,3866 )
i when q = (0.025,0.975 ), r=0.005 and s = 0.95
= Brooks-Draper (mean) :Nhat= 14

Summary Statistics
param name - f;  posterior mean = 0.841 (0.000) SD =0.008 mode =0841
quantiles : 2.5% = 0.825, 3% =0.827, 50%=0.841, 95%=0.855, 97.5%=10.858

iterati g everv iteration. Effective Samole Size (ESS) = 4219.
Update Diagnostic Settings Help

Here we can see that the prior distribution (on the right) is included on the
kernel density plot in black and can thus be compared with the posterior
distribution, which is in blue. In this example the two distributions are
completely separated indicating a conflict between the prior and the data.
The estimate of the parameter is also very different from what we had before
(0.841 as opposed to 0.563) and the variance parameter estimates are also
rather different, which reduces the SD for ;.

Now let us specify less accuracy for the prior by changing the value of SD
to 0.1 and running the model again. This time we obtain values for all
parameters that are very close to those of the default prior assumptions,
because the prior is now highly diffuse in relation to the data as is shown in
the kernel plot in the diagnostics below:
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MCMC Diagnostics - fixed : standirt [=/[=]pa

= B

= Accuracy Diagnostics

= Raftery-Lewis (quantile) - Nhat = (3803.3741 )

i when q=(0.025,0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 30

when k = 2 sigfigs and alpha = 0.05

g

Summary Statistics
param name ° f;  posterior mean = 0.570 (0.000) SD =0.012 mode =0369
quantiles : 2.5% = 0.546, 5% =10.549, 50% =0.570. 95% =0.590, 97.5% = 0.595

i i rerv iteration. Effective Samole Size (ESS) = 4423
Update Diagnostic Settings Help

In this example there is a distinct difference in the prior value for ; and
the estimate from this dataset. If however the prior and data are more in
concordance then including an informative prior will reinforce the data esti-
mate by reducing the standard error of the estimate. Note that changing the
structure of the current model will result in all informative prior information
being erased.

5.4 Specifying an informative prior for a ran-
dom parameter

The procedure for specifying informative priors for random parameters is
somewhat different. Clear the existing prior on the slope coefficient (by
clicking on f; and setting the two prior parameters to zero) and then click
on the level two variance matrix €2,. The Priors window will then look as
follows:

Priors B@.
'BU 'Bl Qu Qe

Prior information for schoollavel Z) covarance matrix

estimate cons

P cons

sample size
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For illustration let us assume we have a prior estimate of the level 2 variance
equal to 0.2 (the RIGLS estimate is 0.092). The sample size indicates the
precision of this estimate. Thus, for example, if you had an estimate from
another study based on 100 schools, you would enter the value 100. Let us do
this, remembering that there are 65 schools in the present study. MLwiN will
now convert this information into an Inverse Gamma prior for the variance
as illustrated in the following Equations window obtained after running the
model for 5,000 iterations. Note that you may need to press the + button
to get prior information in the window.

Equations E“E‘.
normexam,; ~ N(XB, )

normexam, = ,ngl.cons +0.5 62(0.013)standlrtg
Boy =0.004(0.052) + g, + ¢y,

[uw] ~NO, Q) : Q= [0.163(0.018)]
[eng,] ~NO, Q) : Q,= [0.566(0.013)]

PRIOR SPECIFICATIONS
p(By a1
p(f)a 1
p(1/c%,) ~ Gamma(51.000,10.000)
p(1/c7,) ~ Gamma(0.001.0.001)
Deviance(MCMC) = 9206.427(4059 of 4059 cases in use)
UNITS:
school: 65 (of 65) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100 -

Here we see that the estimated value of the level two variance after 5,000
iterations is now 0.163 — fairly close to a weighted average of the estimate
obtained with a diffuse prior and the informative prior estimate (weighted
by the number of level two units the estimates are based on) — and the
other parameter estimates are hardly changed. Currently in MLwiN the
prior density is not shown for random parameters in the kernel plots. Before
going on to the next session we should remove the informative priors and
this is done by bringing up the Informative priors window and typing 0
for the sample size parameter.
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5.5 Changing the random number seed and
the parameter starting values

The prior distributions described above actually change the model structure
when fitted using MCMC sampling. The parameters we describe in this
section do NOT change the form of the model but due to the stochastic
nature of the MCMC methods slightly different estimates may result from
modifying them. MCMC sampling involves making random draws from the
conditional posterior distributions of the various parameters in the multilevel
model. To start the MCMC sampler, starting values are required for each
parameter along with a starting value (a positive integer) for the random
number generator known as a seed. This means that given the starting values
of the parameters and the random number seed the sampling is deterministic
and so running the same model with the same starting values and seed on a
different machine will give the same answers.

Most of the posterior distributions that can be run using MCMC in MLwiN
are known to be uni-modal. If this were not the case then it would be more
sensible to make several runs with different starting values to check that they
all reach similar final estimates. The starting values for the fixed effects and
variance parameters are taken from the values obtained by the last model
run. These values are stored on the worksheet in specific columns in the
MLwiN worksheet. The starting values for the residuals are then produced by
MLwiN calculating the maximum likelihood estimates for these parameters,
conditional on the values of the fixed effects and variance parameters (stored
in columns ¢1098 and c1096 respectively).

We will consider again our 2 level variance components model and run IGLS
on the model. If you then open the Data window as described below you
will see the following window.

Select View or Edit Data from the Data Manipulation menu.
Click on the View button.

Select columns ¢1096 and c1098 (use the CTRL button to select
both).

Click on OK.

Data |E||E|.
goto line 1 view _ Font Help

c1096(2) c1098(2)
1 0002

2 | 0.566 0.563
3
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We will now alter these estimates to values that are far less plausible. To
alter a value in the Data window, simply click on a cell in the window and
type the new value. If MLwiN warns you about overwriting a protected
column choose Yes. The new values were chosen as follows:

Data E”E.
goto line 1 view _ Font Help

c1096(2) c1098(2)
2 |4.000 5.000

3

Note that MLwiN uses the starting values of the other parameters to calculate
the starting values of the residuals, and so these new starting values cannot be
altered directly. It is however possible by using the Command interface
window to alter the values of the other parameters directly. To see the
progress of the chains from their starting values we will set the burn-in length
to 0 and the monitoring chain length to 500 in the Estimation Control
window as shown below.

Estimation control .

[ IGLS/RIGLS | MCMC | |GLS/RIGLS bootstrap |

Bum in and iteration cortrol
- -

Bumiin Length |0 % Monitoring Chain Length (500 -5 Thinning |1 Fo

Refresh screen every |50 z stored iterations.

If we then click on Start, the chains for the first 500 iterations can be seen
in the following Trajectories window:

Trajectories E‘E.
Deviance(MCMC) = 9234.032(4059 of 4059 cases in use) Giﬂ =0.928(1.211)

ct

AEEE]

oy o o A o Ty o o r E

B, = -0.573(0.672) %, = 0.604(0.780)

o
<s.
1o,
s
0.

£ E £ o B 00 3 E3 £ B

f, = 0.562(0.023)

10 £ E o EY

Zoom 100 v Select Help view last: 300 v rawdata -

By about 250 iterations all the parameters appear to settle out at roughly
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the same estimates as seen when using the IGLS starting values. This means
that if we had set a burn-in length of 500 iterations we would not have even
seen this behaviour! If you now run for another 500 iterations (by changing
the monitoring chain length to 1000 and clicking on the More button)
the trajectories plots of the second 500 iterations will look similar to the
Gibbs chains using the IGLS starting values.

Running from different starting values is useful for checking that all the
parameters in your model have uni-modal posterior distributions. In some
of the new models in this release of MLwiN this may not be guaranteed.
If, however, it is already known that the posterior distributions should be
uni-modal it is best to utilise the ‘good’ starting values obtained by IGLS,
particularly when using MH sampling which may take longer to reach equi-
librium (i.e. the point where it is actually sampling from the correct posterior
distribution).

The random number seed can be set on the MCMC/Random Number
Seed window available from the Model menu. Changing the random num-
ber seed is another technique that can be used to check that the MCMC
method is sampling correctly from the posterior distribution. Running from
the same starting values but with different random number seeds will give
different estimates but these estimates will hopefully be similar. Note that in
MLwiN the random seed for the MCMC options is different from the random
number seed used by the macro command language that can be set by the
SEED command. The MCMC seed can be set by the MCRS command.
To illustrate this behaviour the following table contains the point estimates
(for sets of 5000 iterations after burnins of 500) obtained for the variance

components model using the Gibbs sampler with random number seeds 1 to
4.

Parameter || Seed 1 | Seed 2 | Seed 3 | Seed 4
Bo 0.005 | 0.003 | 0.002 | 0.004
51 0.563 | 0.563 | 0.563 | 0.564
o2, 0.097 | 0.097 | 0.097 | 0.097
o2 0.566 | 0.566 | 0.566 | 0.566

This table clearly shows that there is little change in the parameter values
when we change the random number seed. This means we can have more
confidence in our estimates.

Note that making use of the options in this section is not generally required
to ensure good MCMC performance. We include them only for completeness.
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5.6 Improving the speed of MCMC Estima-
tion

One feature of MCMC estimation methods is that they are computationally
intensive, and generally take far longer to run than the likelihood-based IGLS
and RIGLS methods. This fact means that any possible speed up of execution
will be beneficial. There are two ways to speed up the execution of MCMC
estimation methods: first to minimise the number of iterations required to
give accurate estimates, and second to speed up the time for an individual
iteration.

One simple procedure to help minimise the number of iterations is to ensure
that all continuously distributed explanatory variables are centred at their
mean or something close to it. In the example analysed above the read-
ing score predictor has already been standardised to have zero mean. This
will minimise correlations among parameters in the posterior, which should
increase MCMC accuracy.

We are continually trying to speed up the MCMC estimation procedures in
MLwiN and you should find that the speed of estimation is generally better
than some other general purpose Bayesian modelling software. With the
speed of computer chips also improving at an incredible rate the time taken
by MCMC methods is continually improving.

Although both the Equations and Trajectories windows are informative
to watch while the MCMC methods are running, they will both slow down
the estimation procedure. For example the following table shows some tim-
ings performed on a Pentium 666MHz PC, running the variance components
model for 5,000 iterations after a burn in of 500.

Screen Format Time
No windows 20 seconds
Equations window | 25 seconds
Trajectories window | 34 seconds
Both windows 38 seconds

As can be seen, displaying the windows — particularly the Trajectories
window — slows the estimation down.

Chapter learning outcomes
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Chapter 6

Random Slopes Regression
Models

In the past three chapters we have considered the variance components model
and looked at how we can apply different MCMC methods and priors to this
model. We have also looked at some of the features of the model such as
residuals and school ranks that can be calculated by the MCMC methods.
We saw that compared to the single level models from Chapter 2 the variance
components model-—which has random intercepts—fits the data better. We
will now continue our exploration of the dataset by considering fitting both
random intercepts and slopes.

In Chapter 2 we saw that it is possible to account for school effects by fitting
an intercept and a fixed term for each school (with the constraint that the
fixed effect associated with school 1 is equal to 0) and that this results in
a model with 66 fixed effects. It is also possible to fit a fixed effect model
that accounts for both different school effects and different effects of intake
score (LRT) for each school. This involves fitting the ‘interaction’ of school
effect with LRT score and we will then have the two constraints that both
the fixed effect associated with school 1 and the intake effect for school 1 are
constrained to be zero. Note of course that this does not mean that school
1 has zero effects. School 1 is just the baseline school with regression line
explained by the common intercept and slope terms, and the other school
effects and LRT effects are then relative to this baseline school. To fit this
model in MLwiN we need to again use the Add Term button on the Equa-
tions window. We first set up the model with individual school effects as
described at the end of Chapter 2 but this time we will remove the effect of
gender. Note that if you are following on from the last chapter you should
also ensure the random number seed is set back to 1.

e In the Equations window click on 3, (girl) and click on the delete
term button.

73
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The window should look as follows:

oer [1[5]

variable
et ] Dot s
s I— T

Done || Cancel

Now clicking on the Done button will add the 64 school by intake score
interaction terms.

This will now have set up the model with 130 fixed effects. If you have the
Equations window open you will notice that all the school x LRT terms
have been added to the model.

This will run the model using ordinary least squares and give estimates for
the 130 fixed effects. Note that the school x LRT terms can be thought of
as slope differences when comparing these 64 schools to the base school. If
we were to re-parameterise the model by removing the global intercept and
slope and instead add the intercept and slope indicators for the base school
we will get exactly the same model but this time the parameters will be the
actual intercepts and slopes for each school. We are therefore essentially, in
this model, fitting separate regression lines to each school. To fit this model
in MCMC we need to:

This model has 130 fixed effects and so will take a few minutes to run. If we
were to check the DIC diagnostic for this model we would obtain:

Dbar | D(thetabar) pD DIC
9117.58 8987.00 | 130.59 | 9248.17




5

Here we see that the fit (D(thetabar)) is a lot better than the single level
models that were fitted in Chapter 2 but that we now have 131 parameters
and so the DIC value is only slightly better than the model with gender also
included (of course we could fit gender here as well which would improve the
fit further). The model we have just fitted is equivalent to fitting 65 sepa-
rate regressions and so we are here considering each school as a completely
separate entity.

In Chapter 3 we considered fitting the school effects as random terms and we
can extend this idea by also considering the school X LRT effects as random.
Here again we are using the idea that the schools are randomly chosen. We
assume that schools are similar and so, as we have only taken a sample of
pupils from each school, we wish to borrow strength from the other schools
and shrink the LRT effects of each school towards the average LRT effect.

To fit the school effects as random we will first set up the variance components
model from the last chapter. To do this we will clear our model and set up
the variance components model from scratch (refer to Chapter 3 if you are
unsure of how to do this).

Next we need to add in the random effects for the standlrt (slope) variable:

The model we have now set up is often called a random slopes regression
model as we can think of the LRT effects as slopes when we plot our predicted
response variable against the LRT predictor for each school. We will first run
the model using IGLS to obtain starting values before switching to MCMC:

After doing this the Equations window should look as follows:
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Equations EE.
normexam, ~ N(XB, )

normexam, = ﬁ’ggcons + ﬁlj.standlrtg
ﬁ’ﬂg =-0.012(0.040) + Uy + €0y
ﬂu =0.557(0.020) + uy;

Uy,
uy;

[e%,] ~NO. Q) : Q,= [0.554(0.012)]

u

0.018(0.007) 0.015(0.004)

lo.090(0.018) ]
~NO, Q) : Q=

PRIOR SPECIFICATIONS

p(Bpea 1

p(fy) a1

p(Q,) ~ inverse Wishart [2%S_20], S, = lo.090 ]
0.018 0.015

p(1/62,) ~ Gamma(0.001,0.001)
(4059 of 4059 cases in use)
UNITS:

school: 65 (of 65) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100 -

We can see that for a model that contains a variance matrix rather than
a simple variance we use an inverse Wishart prior with as few degrees of
freedom as possible. The Wishart prior family is not as convenient as the
Gamma in that we have to include a prior guess for the variance matrix.
Here we have a slightly data determined prior as by default MLwiN will take
the current estimate of 2, (from the IGLS run) as a prior parameter. We
will later compare this approach with some alternatives.

e (Click the Start button to run the model.

The MCMC approach with default priors gives fairly similar estimates to the
maximum likelihood approach. The DIC diagnostic can be calculated for
this model and we find the following:

Dbar | D(thetabar) pD DIC
9122.99 9031.32 | 91.67 | 9214.65

In treating both the intercepts and slopes as random parameters we have
reduced the effective number of parameters from 130.6 to 91.7. The fit of the
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random effects model is 44 points worse but the DIC diagnostic (accounting
for the reduced number of parameters) suggests that this is a better model
as its value has been reduced from 9248 to 9215.

6.1 Prediction intervals for a random slopes
regression model

In Chapter 4 of the User’s Guide to MLwiN details are given on how to use
the Predictions window to construct predicted school lines with confidence
intervals. Although we can construct a predicted line and intervals for the
fixed part of the model easily using MCMC to include the school effects in
the predictions we need to store the school level residuals as we require the
MCMC chains of the predicted values to produce quantiles and hence give
the prediction intervals.

To set things up we will firstly need to run a model with the residuals stored
as follows:

This will run the random slopes model again, this time storing the residu-
als. We now need to create a point estimate (median) and interval estimate
(quantiles) for the predicted value for each individual. To do this we have
created a macro that generates the required quantities.

The macro will now appear as shown below. This macro basically creates
the chain of predicted values for each individual and takes the quantiles and
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median from this chain. Many of the commands are similar to those that we
used in Chapter 4 to look at the chains for the residuals and the intra-school
correlation.

Note macro creates prediction curves with error bands for a random slopes regression model
erase c2l-oc23
note put residmal=s into c201-c265 (intercepts) and c£301-c365 (=lopes)
code 130 1 5001 <139
split c200 cl199 c201-c330
code 6 1 5001 c89
note put fixed intercept and slope in columns c8l and c82
=plit 1090 c89 cBl-c86
loop around all individnals
b1l 1 4059
b1l 'school' b2
bl 'standlrt' b3
bll = 2%b2 + 133
bl2 = 2%b2 + 200
calcunlate the derived predicted values for individmal bl and put in c300
c350 = cB8l+chll + b3 * (cB2+4cbhblZ2)
o350 c350
pick ont gmantiles and median for individmal bl
125 350 b21
2500 c350 b22
4875 c350 b23
c2l b21 c21
c22 b22 c22
c23 b23 c23

transform gmantiles into differences
o2l = 222 - e21

c23 = 23 - 22

c22 'pred’

221 'lowlim'

23 'uplim'

Execute Execute selection Gotoend Find:

We can now run the macro by clicking on the Execute button. Note that
this will take a couple of minutes. After the macro has finished to display
our predictions we can use the Customised graph window.

The graph will appear as follows:
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Here we see all 65 school lines plus their intervals on one graph. Due to the
195 lines on the one graph it is difficult to pick out the individual schools.
We can however use a filter column to view just a few schools:

The graphs for the four schools will then appear as follows:
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Graph display: 1 EE.

s chool 30
=== school_44
=== school_53
= school_&9

So in this section we have shown that again when using MCMC methods,
because we have draws from the joint posterior distribution of all unknown
parameters, we can derive the distribution of any function of the parameters
such as a prediction. Before continuing this chapter and looking again at
prior distributions you should change the monitoring chain length back
to 5,000 on the Estimation Control window.

6.2 Alternative priors for variance matrices

The default prior distribution that we have used in this example involves
a slightly informative ‘data-determined’ prior for €,. Browne (1998) and
Browne & Draper (2000) perform some comparisons between some prior
distributions that can be used as a default for a variance matrix. We will
here, as a sensitivity analysis exercise, consider the effect of three alternative
priors.

6.3 WinBUGS priors (Prior 2)

Spiegelhalter et al. (2000b) consider in their ‘birats’ fitting a prior similar
to our default, namely an inverse-Wishart with the smallest possible sample
size and a prior guess that represents the magnitude of the variances. For
example here we may use the values 0.1 for both the variances. To fit this
prior we firstly need to:
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and then, as with when we changed the MCMC starting values, we can alter
the parameter values in ¢1096:

This will bring up the data window and show the starting values for the
variance parameters. We wish to change the first three values (level 2 vari-
ance). Type 0.1,0, and 0.1 in the first three rows. If MLwiN gives a warning
about overwriting protected columns choose Yes. Once you have done this
the window should look as follows:

goto line 1 view _ Font Help

c1096(4)
0.100

Now we have the priors set up.

The results for this prior are given in the column headed Gibbs (prior 2)
the end of the chapter.

6.4 Uniform prior

Another alternative would be to fit a Uniform prior i.e. p(€,) o 1. To fit
this prior we need to once again fit the model using IGLS. Then we need to
change the default priors from gamma priors to Uniform on variance scale
priors on the MCMC priors window (available from the Model menu) as
shown below:
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Default Diffuse Priors for Variance Parameters
) Gamma priors @) Unform on vaniance

Note that this will change the prior for the level 1 variance as well. Fit this
model and the results will be as in the column Gibbs (uniform) in the table
at the end of the chapter.

6.5 Informative prior

Our final alternative is to assume (for illustration) that we had a priori
collected another dataset with 65 schools and here the estimated variance
matrix was identical to the IGLS estimate here. We then wish to use this as
a prior distribution so (after as always running IGLS first) we:

When this is done the Priors window should look as follows:
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Prior information for schoalllevel 2) covarance matrix

estimate standirt

cons
P standit

The results can be seen in the fourth column labelled Gibbs (prior 4) in the
table below.

6.6 Results

The results for all 4 priors along with the IGLS estimates are given in the
following table (Standard Errors in brackets). We can see that the results for
all priors are similar which is reassuring. The second prior has an increased
slopes variance as the prior guess was quite a bit higher than the IGLS esti-
mate. The Uniform prior (as in Browne & Draper, 2000) is conservative and
gives variance estimates that are biased high for all the variance parameters.
The informative prior gives almost identical posterior estimates to its prior
estimates, which is to be expected as we have given the prior equal weight to
the data. We also see that the standard errors of the level 2 variances have
reduced and so our estimates have greater precision. This is an advantage
of the Bayesian approach in that when we have ‘good’ prior information we
will get more precise estimates and hence smaller credible intervals.
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Parameter IGLS Gibbs

default | prior 2 | uniform | prior 4

5o -0.012 -0.006 -0.007 -0.006 -0.008
(0.040) | (0.039) | (0.039) | (0.042) | (0.042)

51 0.557 0.558 0.556 0.558 0.558
(0.020) | (0.020) | (0.023) | (0.022) | (0.020)

Qw00 0.090 0.096 0.096 0.103 0.091
(0.018) | (0.020) | (0.020) | (0.022) | (0.012)

Quor 0.018 0.019 0.018 0.020 0.018
(0.007) | (0.007) | (0.008) | (0.008) | (0.004)

Quin 0.015 0.015 0.023 0.018 0.015
(0.004) | (0.004) | (0.005) | (0.005) | (0.002)

‘720 0.554 0.554 0.553 0.554 0.554
(0.012) | (0.013) | (0.013) | (0.013) | (0.013)

Chapter learning outcomes




Chapter 7

Using the WinBUGS Interface
in MLwiN

We have so far looked at fitting Normal response models to continuous uni-
variate data in MLwiN. We could consider fitting further models with ad-
ditional fixed or random terms and these would simply be extensions to the
models fitted thus far. There are, however, other extensions that we could
consider; for example, heteroskedasticity of the response variable, which we
consider in Chapter 9 and alternative distributions for the random effects
that we will consider later in this chapter.

The MCMC features in MLwiN are fairly new and we currently fit only
models of particular types although we are constantly extending the number
of models that can be fitted. If, however, a user wishes to fit a model that
cannot be currently fitted, for example fitting an alternative distribution for
the school level random effects, there are three main options. Firstly wait
for a later version of MLwiN that will fit their model; secondly write their
own code to fit their model; or thirdly try an alternative software package,

for example WinBUGS.

WinBUGS (Spiegelhalter et al., 2000a, freely available from http://www.
mrc-bsu.cam.ac.uk/bugs) in its earlier guise of BUGS was one of the first
Bayesian software packages and is a more general purpose Bayesian estima-
tion engine than the MCMC engine in MLwiN. It works on a different phi-
losophy of fitting models that can be represented by directed acyclic graphs
(DAGs). BUGS has a compiled language which allows the user to specify
their model through statements of two types—logical and distributional—
which between them describe the structure of the DAG and hence the model.
Then BUGS compiles this user code and constructs an MCMC estimation
engine for the user’s model that can be run to give chains of estimates in a
similar way to the MLwiN engine.

In this chapter we will firstly consider once again the variance components
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model and show how to fit this model in WinBUGS. We then go on to
consider a model that MLwiN cannot fit which has t-distributed residuals at
the school level. It should be noted at this point that most multilevel models
are large and so cannot be run using the educational version of WinBUGS
and so you will need to have the release version of WinBUGS.

7.1 Variance components models in WinBUGS

We will consider the tutorial dataset once again. Set up and run the variance
components model with one explanatory variable (standlrt) using the IGLS
method by

On IGLS convergence we get the following estimates:

normexam, ~ N(XB, )
normexam,; = ﬁogcons + 0.563(0.012)standlrtg
By = 0.002(0.040) + uy; + e,

[uﬁj] ~N@©, Q) : Q,= [0.092(0.018)]

[eog] ~N@©, Q) : Q,= [0.566(0.013)]

-2*loglikelihood(IGLS Deviance) = 9357.242(4059 of 4059 cases in use)
UNITS:

school: 65 (of 65) in use
Mame + - AddTerm Estimates FMonlinear Clear Motation Responses Store Help Zoom 100

In Chapter 3 we then considered fitting this model using MCMC in MLwiN
but here we will consider instead using WinBUGS. To get to the BUGS
options in MLwiN we need to do the following:

This will bring up the Save/Load BUGS files screen that looks as follows:
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Save/Load BUGS files  [X]
Sawing Options

Save cument model in BUGS format |

) WinBUGS 1.3 ® WinBUGS 1.4

Loading Options

Input out file
Input ind file
Start column number

| Input data | | Done |

From this screen we can save the BUGS code for the currently set up model
or read in the output files that contain parameter traces from BUGS for use
in MLwiN (see later). For now we will save our current model in BUGS
format:

e Select the WinBUGS 1.4 button.
e Click on the large button at the top of the window.

This will bring up a file save window similar to those for inputting and
saving worksheets. For now we will save the file in the default directory
as tutorial.bug. This will create a file that contains the BUGS model
definition, initial values and data. For users of classic BUGS who are used
to having three separate files, in WinBUGS the file tutorial.bug contains
the information from these three files with comment lines dividing them. In
what follows we use WinBUGS version 1.4.3 and so it is possible that results
will change with other versions.

For background information on using WinBUGS it is strongly suggested that
the user reads some of the user manual and examples documentation that
comes with the package, in particular to become familiar with the WinBUGS
notation. For now to fit our model in WinBUGS, we must start the Win-
BUGS program and read in the file tutorial.bug (from the directory it was
saved in) as a text file. Note that you will have to change the Files of type
box to All files (*.*) to see the file tutorial.bug. Having read in the file a
window headed tutorial.bug will appear containing the information needed
by BUGS for this model.

As mentioned earlier the WinBUGS code is split into 3 sections and we will
consider these here in turn. Firstly a model definition is required and this
consists of a description of the structure of the current problem. The code
for our simple variance components problem is as follows:

# WINBUGS 1.4 code generated from MLwiN program
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#--—-MODEL Definition----------------

model

{

# Level 1 definition

for(i in 1:N) {

normexam[i] ~ dnorm(mul[i],tau)
mu[i]<- betal[l] * cons[il]

+ betal[2] * standlrtl[il

+ u2[school[i]] * cons[i]

}

# Higher level definitions

for (j in 1:n2) {

u2[j] ~ dnorm(0,tau.u2)

}

# Priors for fixed effects

for (k in 1:2) { betalk] ~ dflat() }
# Priors for random terms

tau ~ dgamma(0.001000,0.001000)
sigma2 <- 1/tau

tau.u2 ~ dgamma(0.001000,0.001000)
sigma2.u2 <- 1/tau.u2

}

WinBUGS is a more general modelling package and so there is no standard
order to the model description although when the code is generated from
MLwiN it will generally have a similar structure. We firstly define the rela-
tionship between the response (in this example normexam) and the fixed
and random predictor variables.

Note that the column names from MLwiN are used as the variable names
in WinBUGS. WinBUGS does have some differences in what it allows as a
variable name so if the WinBUGS code will not work it may be that some of
your variable names are illegal, for example a column name like 1995 will be
interpreted as a number in WinBUGS so it is worth renaming such columns
in MLwiN.

So we see here that our response is normally distributed and that we have
two fixed effects, beta[l] and beta|2]| (always defined as beta by the code
generator) and one set of random effects, u2 (always defined as u# where
# is the level/classification indicator). Note that in WinBUGS the fixed
effects, beta, and all other vectors always start with index 1 and not 0 so that
there will probably not be direct correspondence between the MLwiN and
WinBUGS indexing. Next the code defines the random effects u2 as being
Normally distributed before finally giving the priors for the fixed effects and
the variances.

WinBUGS has two types of relationship: distributional relationships that
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are described by the ~ symbol and deterministic relationships that are de-
scribed by the <= symbol which is also used in the S-plus package. Note that
the normal distribution definition in WinBUGS, dnorm, has two parameters
that are the mean and the precision (NOT the variance), hence the deter-
ministic relationship used to calculate the variance. The prior distributions
are identical to those used in the MCMC options in MLwiN.

Before running a model in WinBUGS we first need to read in the particular
elements of the model using the Specification window available from the
Model menu. After selecting the window containing the model by clicking
on it, clicking on the check model button should give the message ‘model
is syntactically correct” at the bottom of the screen. Next we need to load in
the data for the model. Due to the fact that the data is generally the largest
part of the file generated by MLwiN it is included after the initial values.
For the tutorial.bug example the data section begins as follows:

#----Data File-————————————————————————————————

list(N= 4059, n2 = 65,

school = c(1,1,1,1,1,1,1,1,1,4,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,
1,1,1,1,1,1,1,1,1,2,1,1,1,1,1,1,2,1,2,1,2,2,1,1,1,1,1,1,1,1,1,1,1,1,1,
1,1,1,1,1,1,1,1,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,
2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,3,3,3,3,3,3,
3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,
3,3,3,3,3,3,3,3,3,3,3,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,

Again BUGS borrows its notation from S-plus using the convention c(...)
to represent a vector of observations. Here we see the first two constants,
N and n2 that define the number of level 1 units and level 2 units, followed
by a list of the school identifier for each observation. To load the data into
BUGS we need to highlight the list identifier at the start of the data list
and click on the load data button in the specification window. If this is
successful the message ‘data loaded” will appear at the bottom of the screen.
Next we have to combine the data and model definition by clicking on the
compile button. Again if this operation is successful a message appears at
the bottom of the screen, this time stating that ‘model compiled’.

Finally as BUGS uses MCMC methods all unknown parameters will need
starting values. These are included in the initial values part of the file that
for our example is as follows:

#-—---Initial values file-————--———"——-—"""""---——-

list (beta= c(0.002391,0.563371),

u2 = c( 0.373760,0.502043,0.503889,0.018131,0.240431,0.541395,
0.379002,-0.026173,-0.135181,-0.337021,0.179300,-0.061863,-0.149648,
-0.165592,-0.182922,-0.409984,-0.172780,-0.084464,-0.011510,0.214462,
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0.244016,-0.435732,-0.489244,0.209408,-0.230472,-0.023543,0.023121,
-0.610002,0.240626,0.158475,0.033280,-0.006457,0.029590,-0.137882,
0.128634,-0.181341,-0.189077,-0.153068,0.130317,-0.234439,0.211543,
0.092820,-0.089927,-0.247556,-0.109729,-0.352727,-0.042628,-0.045058,
0.042845,-0.302412,-0.051373,0.381929,0.723314,-0.547252,0.503474,
0.009972,0.031894,0.138115,-0.658368,0.225656,-0.039551,-0.054029,
0.535641,0.087692,-0.165764) ,

tau= 1.767625,

tau.u2= 10.854523)

This gives the estimates from the IGLS run for the fixed effects and preci-
sions, and an MLwiN RESI command for the initial values for u2 that are
exactly what the MCMC routine in MLwiN uses as starting values. To use
these values in WinBUGS we need to highlight the list identifier at the start
of the initial values and click on the load inits button on the specification
window. This will then give the final message ‘initial values loaded; model
initialized’. Note that WinBUGS will generate starting values for any pa-
rameters that have not explicitly been given starting values but here we have
given all parameters starting values.

We are now ready to run the Gibbs sampler in the WinBUGS package. Before
we start the estimation engine we have to tell WinBUGS which parameters
we wish to monitor. We will choose the same parameters as MLwiN uses.
From the Inference menu select the Samples options and a window will
appear that allows the user to specify which parameters to monitor. In this
window we will firstly select the fixed effects by typing beta in the node
box. Note that when a correctly typed parameter is input the set button
will become enabled. We will also want to use a burn-in of 500 iterations
so we will also modify the beg value from 1 to 501. After this press the set
button and the parameter will be set for monitoring. We now need to repeat
this procedure with the two variance parameters sigma2 and sigma2.u2.

It should be noted that it is possible in WinBUGS to get dynamic traces
of the parameters like those in the Trajectories window in MLwiN via the
sample window. If we either type beta again in the node box or use the
scroll button at the side of the box to select beta you will see that now all
the buttons become enabled. Clicking the trace button will give 2 empty
trace plots for beta[l] and beta[2] (as shown below), which will become
dynamic when we start updating. Similar traces can be brought up for the
two variance parameters.

=g Dynamic trace ==

fe)

beta[1] beta[2]
1.0F 1.0F

05 0.5f

oo 0.0
T T T T T T T
350 400 450 350 400 450

iteration iteration
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We are now ready to set the estimation engine running and this is done via
the Update window found in the Model menu. We need to specify the
number of updates (including the burn-in) and so we will replace the 1000
here with 5500 as is used in MLwiN. As in MLwiN you can also specify how
often to refresh the screen, whether to use thinning and, if WinBUGS needs
to use Metropolis Hastings sampling, whether to adapt. There is also the
option to use a technique called over-relaxation that improves the mixing
of the MCMC chains but takes longer per iteration. The current version of
WinBUGS (1.3) will choose the MCMC routines it uses for you depending
on the form of the conditional distribution (see section 1.3 of the WinBUGS
manual for details).

Now that we have set the number of iterations press the update button
to start the sampler. After a few minutes (depending on the speed of your
processor and how many traces you are viewing) the update counter will
reach 5500 and the sampling will be finished. WinBUGS has the nice feature
that it will give you a message at the bottom of the screen, for example
‘updates took 88s’, stating how long the sampling took which is useful for
comparing model run times etc. Generally WinBUGS is slower for models
that can also be run in MLwiN but as we will see later it has greater flexibility
in the models it can fit and sometimes the MCMC methods it uses are more
efficient than the Metropolis Hastings methods used in MLwiN for binomial
and Poisson response models.

Once the sampling has finished we can now look at the estimates, plots and
other information again via the sample window. To get summary informa-
tion, select beta in the node box and click on the stats button. A node
statistics window will appear giving the following

node mean sd MC error | 2.5% median | 97.5% start | sample
beta[l] | 0.002979 | 0.03995 | 0.002516 | -0.07465 | 0.004435 | 0.07912 | 501 5000
betal2] | 0.5634 0.01264 | 1.997E-4 | 0.5388 0.5636 0.5882 501 5000

These results are similar to those obtained from MLwiN, and we can also get
similar results for the other parameters as shown below.

node mean sd MC error | 2.5% median | 97.5% | start | sample
sigma2 0.5661 0.0127 1.653E-4 | 0.5416 0.5662 0.5905 | 501 5000
sigma2.u2 | 0.09662 | 0.02019 | 3.256E-4 | 0.06415 | 0.09446 | 0.1426 | 501 5000

We can also get trace plots and kernel density plots via the history and
density buttons respectively. Below we see the trace plot for the parameter
betal[2]
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beta[2]
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and the kernel plot.

beta[2] sample: 5000
40.0F

30,01
20,01
10.0F
0.0
T T T T
5 525

Currently WinBUGS does not allow the smoothing parameter to be changed
for the kernel plots so that they look rather crude but this will be changed
in later versions. Note here that we could have typed * in the node box to
get statistics or plots for all monitored nodes.

WinBUGS currently produces limited summary statistics and plots itself.
Historically the plots and MCMC diagnostics were provided via a suite of
S-plus functions called CODA (Best et al., 1995), and WinBUGS also has
the option to produce the input files that CODA requires. MLwiN can also
use these files to input the parameter chains from WinBUGS into columns
in MLwiN.

Here we will consider all parameters by using the * option so select this in
the node box and press the coda button on the sample window. This will
produce two windows that are labelled CODA index which contains the
variable names and CODA for chain 1 which contains the values for the
parameter chains. We will now save these files as text files by clicking on the
respective windows and then choosing Save As from the File menu. We will
need to save the files in plain text (*.txt) format. We will store the CODA
index file as tutorial.ind and the CODA for chain 1 file as tutorial.out
in the same directory as tutorial.bug. Note that these are the extensions
that the classic BUGS used for these files but, as we have selected the plain
text format, WinBUGS will add an additional .txt to the index filename and
so the files are actually saved as tutorial.ind.txt and tutorial.out.txt.

Now back in MLwiN if you want to input the traces return to the BUGS
options window that we used earlier (available from the Model menu).
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Saving Options

| Save curent model n BUGS fomat |

) WinBUGS13  ® WinBUGS 1.4
Loading Options

Pou ol
rout ndfi
St o ks

[ roaon ][ oo ]

Here we will need to modify the .out and .in file fields to tutorial.out
and tutorial.ind.txt respectively. Note that if you did not put these files
in the current directory you will have to include their full path names in
the respective boxes. The window should then look as above. Pressing the
Input data button will now load the chains into columns ¢300 to ¢304. To
confirm this bring up the Names window from the Data Manipulation
window and scroll down to ¢300 and you will see the following:

Column: Name Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate | Window: Used columns @ Help
Name Cn n missing min max categorical  description
beta[1] 300 5000 0 401503 01601 False
beta[2] | 5000 0 0.5235 0.6046 False
sigma2 302 5000 0 0.5224 0.6141 False
sigma2.uZ 303 5000 0 004057  0.2068 False
c304 304 o 0 0 o False
R WA n n n n Falas
S

We can now use the MLwiN MCMC diagnostics on the BUGS output, for
example for the slope parameter:

The window should then look as follows:

Note that this parameter is the fixed effect for the slope that is labelled 3
in MLwiN. Clicking on the Apply button will give the following diagnostics
screen, which is very similar to that given by the MLwiN MCMC sampler in
earlier chapters.
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MCMC Diagnostics - beta[2] [=][=]pe]

o= -

B H

o éi!

= Accuracy Diagnostics

= Raftery-Lewis (quantile) : Nhat = (3956.3680 )

. when q = (0.025.0.975 ).r = 0.005 and s =0.95

= Brooks-Draper (mean) : Nhat =30

when k = 2 sigfigs and alpha = 0.05

Summary Statistics
Column : beta[2]  posterior mean = 0.563 (0.000) SD =0.013 mode = 0.564
quantiles : 2.5% = 0.539, 5% =10.542, 50% =0.564, 95% =0.584, 97.5% =0.588
5 i i i rerv | ion. Effective Samole Size (ESS)=4197.

We can repeat all of the above procedures for the intercept parameter and
the two variances and we will see that we get similar results for all four
parameters with both MLwiN and WinBUGS.

7.2 So why have a WinBUGS interface 7

The example we have just gone through will give similar results using both
software packages and to use WinBUGS we have to move back and forth be-
tween the two packages. Also the estimation engine in WinBUGS is slower,
so you may be asking yourself the above question. The interface was writ-
ten originally as a testing tool to confirm that when new types of models
are programmed into MLwiN we get the same answers as WinBUGS. We
recommend that you check that both packages give similar answers.

7.3 t distributed school residuals

The main advantage of having a WinBUGS interface however, is to allow
models that have not yet been developed in MLwiN to be fitted using Win-
BUGS. We will illustrate this by considering alternative distributions for the
school level residuals in the tutorial example we considered earlier. In the
User’s Guide to MLwiN we look at plots of residuals against normal scores to
confirm that the normal distributional assumption is a good fit to the data.

The normal distribution is a member of the t distribution family. The t dis-
tribution family has an additional degrees of freedom (df) parameter and the
normal distribution is the limiting case when this parameter reaches infinity.
We will here consider replacing the normal distribution at level 2 with a t
distribution where the df parameter has itself got a prior distribution. For
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this we will use a uniform prior and allow the df parameter to take values
in the range 1 to 200. This allows both small values, where the distribution
has very long tails, and large values, which are indistinguishable from the
normal distribution.

To include this prior we will need to edit the model definition in the file
tutorial.bug. The new version is as follows (edits in blue):

#--—-MODEL Definition----------------

model

{

# Level 1 definition

for(i in 1:N) {

normexam[i] ~ dnorm(muli],tau)
mul[i]<- betal[l] * cons[i]

+ beta[2] * standlrt[i]

+ u2[school[i]] * cons[i]

}

# Higher level definitions
for (j in 1:n2) {

u2[j] ~ dt(0,tau.u2,df)

}

# Priors for fixed effects
for (k in 1:2) { betalk] ~ dflat() }
# Priors for random terms
tau ~ dgamma(0.001,0.001)
sigma2 <- 1/tau

tau.u2 ~ dgamma(0.001,0.001)
sigma2.u2 <- 1/tau.u2

df ~ dunif (2,200)

}

We will also need to give a starting value for df in the initial values file and
so we will choose (arbitrarily) df = 10. Our initial values file then looks as
follows:

#-—---Initial values file-————-—"———"————"""""---——-

list(beta= c(0.002391,0.563371),

u2 = c( 0.373760,0.502043,0.503889,0.018131,0.240431,0.541395,
0.379002,-0.026173,-0.135181,-0.337021,0.179300,-0.061863,-0.149648,
-0.165592,-0.182922,-0.409984,-0.172780,-0.084464,-0.011510,0.214462,
0.244016,-0.435732,-0.489244,0.209408,-0.230472,-0.023543,0.023121,
-0.610002,0.240626,0.158475,0.033280,-0.006457,0.029590,-0.137882,
0.128634,-0.181341,-0.189077,-0.153068,0.130317,-0.234439,0.211543,
0.092820,-0.089927,-0.247556,-0.109729,-0.352727,-0.042628,-0.045058,
0.042845,-0.302412,-0.051373,0.381929,0.723314,-0.547252,0.503474,
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0.009972,0.031894,0.138115,-0.658368,0.225656,-0.039551,-0.054029,
0.535641,0.087692,-0.165764) ,

tau= 1.767625,

tau.u2= 10.854523,

df = 10)

This time we will monitor the same four parameters as before plus the df
parameter which we will set in the sample window. Note that the adapting
box on the update window is ticked because for this model, WinBUGS
1.4 uses a method called slice sampling to update the df parameter. Note
that the tick disappears when adapting has finished. We again run for 5000
iterations after a burn-in of 500 iterations and get the following trace for df:

df
20001
1500
10001
5001
0o

T T T
501 2000 4000
tteration

Here we see reasonably good mixing. Earlier versions of WinBUGS (1.3)
didn’t use the slice sampler and then this parameter did not mix but the slice
sampler has improved on this. We can see from the summary statistics below
that on this small sample of 5000 iterations we cannot reject the possibility
of a heavy-tailed distribution.

node | mean | sd MC error | 2.5% | median | 97.5% | start | sample
df 97.83 | 57.75 | 4.409 8.13 | 94.96 194.5 | 501 | 5000

In order to investigate the potential of starting value dependence we started
three chains with identical parameter starting values except for df, which was
set to 2, 10 and 200 respectively for the 3 runs. To do this in WinBUGS is
fairly easy as on the specification window there is a num of chains box that
we edit to 3 (immediately after checking the model is syntactically correct).
Then load the data and compile before loading the 3 sets of initial values.
This simply involves editing the df=10 line of the initial value file before
loading each set. We will increase the burn-in to 2000 by changing the beg
box to 2001 on the sample window when we input the parameters we wish
to monitor. We will also increase the updates to 12000 so that we have a
monitoring run of 10000 iterations after the burn-in. Pressing update, the
three sets of chains will be run concurrently and so this will take longer.

df chainz 1:2
2000
150.0
100.0

0.0

0.0

— T T T
2001 5000 500 10000
fteration
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If we look at plots of the 3 sets we see that, all 3 chains are mixing well
and there is strong overlap suggesting that sensitivity to the starting value
is not a problem. If we look at the summary statistics for the three chains
combined we get:

node | mean | sd MC error | 2.5% | median | 97.5% | start | sample
df 101.5 | 56.12 | 1.832 9.671 | 101.2 195.1 | 2001 | 30000

This summary information suggests that a very small degrees of freedom (df)
parameter and hence an extremely heavy tailed distribution is not likely but
that a value of df of less than 10 is not out of the question.

As a sensitivity analysis we will instead try fitting a model where the degrees
of freedom is assumed known and has value 8 which suggests a slightly long-
tailed distribution at level 2. Seltzer (1993) gives Gibbs sampling algorithms
for exactly this scenario of a known df parameter. We will need to simplify
our model definition as follows:

# WINBUGS 1.4 code generated from MLwiN program

#----MODEL Definition---—————-—-————-

model

{

# Level 1 definition

for(i in 1:N) {

normexam[i] ~ dnorm(muli],tau)
mul[i]<- beta[1] * cons[i]

+ betal[2] * standlrt[i]

+ u2[school[i]] * cons[i]

}

# Higher level definitioms
for (j in 1:n2) {

u2[j] ~ dt(0,tau.u2,df)

¥

# Priors for fixed effects
for (k in 1:2) { betalk] ~ dflat() }
# Priors for random terms
tau ~ dgamma(0.001,0.001)
sigma2 <- 1/tau

tau.u2 ~ dgamma(0.001,0.001)
sigma2.u2 <- 1/tau.u2

df <- 8

}

and we will also need to remove the initial values for parameter df as it
is now a constant. Again we will monitor beta, sigma2 and sigma2.u2.
After running for 5000 iterations after a burn-in of 500 we get the following
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estimates:
node mean sd MC error | 2.5% median 97.5% start | sample
beta[l -0.001065 | 0.04125 | 0.002364 | -0.08322 | -7.715E-4 | 0.07792 | 501 5000
beta[2 0.5633 0.0124 1.979E-4 | 0.5391 0.5636 0.5872 501 5000

sigma2.u2 | 0.07657 0.01805 | 4.247E-4 | 0.04746 | 0.0745 0.1171 | 501 | 5000

sigma2 0.5662 0.01279 | 1.787E-4 | 0.5421 0.5659 0.5916 | 501 | 5000

Here we see that the fixed effects and level 1 variance are little changed
in terms of point estimate and standard errors, suggesting the analysis is
robust to different level 2 distributions. The level 2 variance parameter is
not directly comparable as the variance of the t distribution is a function of
both the sigma2.u2 and df parameters.

In fact the variance is 8/6 x 0.07657 = 0.102, which is slightly higher than
for the Normal case.

We will investigate the WinBUGS interface further when we consider binary
response models in Chapter 10 and for several examples in later chapters.
Here we will look at how the different procedures used in WinBUGS for these
models compare with the methods used in MLwiN.

Chapter learning outcomes




Chapter 8

Running a Simulation Study in
MLwiN

This book describes how to fit various statistical models using the MCMC
methodology available in MLwiN. One of the main questions people have
when faced with a new methodology is what is its advantage over the current
method I am using? An alternative question that is often faced when using
MCMC methods is ‘Which prior should I use for my model?” When we wish
to compare which method or which ‘default’ priors are ‘best’ for our particular
model and dataset we are faced by the problem of not knowing what the
correct estimates should be. There are also issues about in what sense is a
method ‘better’ than another method and depending on your criterion you
may get different conclusions.

One of the best ways to compare different estimation methods is to run a
simulation study. Here we generate simulated datasets where the true values
of the parameters are known and so we have a ‘gold standard’ to compare our
estimates with. MLwiN is especially suited for running simulation studies
as the macro language underlying the package can be used both to generate
simulated datasets and fit models via several estimation methods. In this
chapter we demonstrate how to perform one particular simulation study,
and give macro code that can then be altered by the reader to fit alternative
simulation studies.

8.1 JSP dataset simulation study

Browne (1998) performed several simulation studies to compare likelihood-
based methods with Bayesian MCMC methods with several alternative ‘de-
fault’ prior distributions. These simulations were extended in Browne &
Draper (2000, 2006). Browne used as the basis for his simulations a small
educational dataset from the Junior School Project (JSP) (Mortimore et al.,
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1988) and created many datasets with the same or similar structure to this
actual dataset. We will here consider one of the smallest models that Browne
looked at which contained 108 pupils spread evenly over 6 schools. In our

example we will simply compare the IGLS maximum likelihood method with
the MCMC method with default (I'(e, €)) priors.

To run a simulation study consists of four basic steps, two of which are
repeated:

1. Set up the structure of the dataset

Repeat the next 2 steps N times.

2. Generate a simulated dataset based on the true parameter values

3. Fit the model to the simulated dataset using all the methods to be
compared.

4. Analyse the results of the N simulations.

We will now deal with the four steps in turn.

8.2 Setting up the structure of the dataset

For the purposes of our simulation we are going to fit a variance components
model with no predictors to a dataset with 108 pupils in 6 schools. Conse-
quently before we start we need to create 3 columns: a pupil id, a school id
and a constant vector for the intercept term. We will also need to create a
response variable although this will be generated for each simulated dataset
so, for now, we will create a dummy constant response.

All of these columns can be created by the Generate Vector window but
as we wish to run our simulations in batch mode we will need to write macro
commands instead. Fortunately virtually all the window buttons that per-
form an action in MLwiN have an associated command in the command
language. For more details on the command language see the Command
manual or the online help where information on a particular command can
be found in the index under ‘Command XXXX’ where XXXX is the name
of the command.

So to start our macro we will do the following:
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The window should now look as follows:

Type of vector
() Constant vector  (® Sequence () Repeated Sequence

Output column |c1 v|
Start number 1 |
End number [108 |
Step value 1 |

Now click on Generate and column ¢l will contain the numbers 1-108 to
represent the pupil identifiers. If we now look at the Command interface
window:

You should now see a lot of commands that MLwiN has performed when
starting up, and the window should look something like the following:

Qutput User Help Font Clear
INIT 510000 1500 150 20

echo O
GENErate 11081 ¢1
WSET

The important command here is the GENErate command that creates the
vector of level 1 identifiers. We now also need to create level 2 identifiers and
a constant vector for both the intercept and the response. This can be done
using the Generate Vector window as follows:
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This will set up the four columns c1-c4 and we can then name these columns
using the Names window. We will name the columns pupil, school, cons
and resp. After naming these four columns the Command interface win-
dow will look as follows:

Qutput User Help Font Clear

INIT 5 10000 1500 150 20
echo D

GEMNErate 11021 c1
WSET

CODEG181 c2
WSET

PUT1081 c3

WSET

PUT1081 o4

WSET

NAME c1 "pupil'
MNAME c2 "school'
MAME 3 "\cons'
NAME c4 ‘resp'

So here we see that setting up the four columns and naming them uses
8 commands. (We can ignore the WSET commands). We could copy these
commands into a macro so that rather than typing these commands we could
instead just execute the macro. To do this:
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The macro window should now look as follows (note the directory name may
be different on your machine):

GENErate 1 108 1 cl

o3

od
"\pupil®
"\school’
"\oons'
"\resp'

Execute Execute selection Gotoend Find:

Note that any commands the macro window recognizes as valid macro com-
mands it will colour blue. We now need to set up the variance components
model as usual. Former users of MLN will know that there are also commands
that can be used to set up models rather than the Equations window. For
now set up a model in the Equations window that has resp as the response,
2 levels with school as level 2 and pupil as level 1 and one predictor cons
which is a fixed effect and random at both levels 1 and 2. If you are not sure
how to do this then you should re-read Chapter 2. Viewing the Command
interface window we now see the following:

Output User Help Font Clear

RESP 'resp'
IDEN 2 'school'

IDEN 1 'pupil’

So here we have 6 commands that have set up the model. We can now add
these 6 commands to our macro so that we now have:
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C:\Program Files\MLwiN v3.00\samples\simu.tct{Modified]  [=]a]X]

GENErate 1 108 1 cl1 ~
CODE & 18 1 o2

POT 108 1 o3

PUT 108 1 c4

NAME ¢l1 '\pupil®
NAME ¢2 '\school’
NAME ¢3 '\cons'
WAME c4 '\resp'
RESF 'resp'

IDEN 2 'school®
IDEN 1 'pupil’
ADDT ‘'cons'

SETV 2 ‘'cons'

SETV 1 'econs'

Execute Execute selection Goteoend Find: Replace:

We have not yet saved our macro, which we can tell from the ‘Modified]’
that appears on the top bar of the window, so now save the macro again by
selecting Save Macro from the File menu. We can now exit MLwiN and
restart. To get back to our position we simply need to:

Select Open Macro from the File menu.

Select simu.

Click on Open.

On the macro window that appears click on Execute.

(Note that in this case a quicker way to open the macro is to select it from
the list of recently used macros at the bottom of the File menu.) So we have
a macro that will set up the basic model structure. Now we will extend this
macro so that it generates simulated datasets.

8.3 (Generating simulated datasets based on
true values

In order to perform repeated actions we now need to use several macro
commands that are not commonly used when running MLwiN in interac-
tive mode. These commands are LOOP, ENDLOOP, OBEY, PAUSE,
SEED and JOIN. We will have already seen most of these commands in
the macros we looked at in Chapter 1. The LOOP and ENDLOOP com-
mands allow us to repeat a series of actions several times and the JOIN
command will allow us to join the results of each action onto the end of a
column so that later we can store the results of all our simulations in one
column. The PAUSE 1 command as mentioned in Chapter 1 is an escape
command in that it momentarily stops the macro at a point and updates all
the windows. We can illustrate these commands in action by modifying our
macro to include the following extra commands:
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C\Program Files\MLwiN v3.00\samples\simu.txtModified]  [=|o]]
el

GENErate 1 108 1 ol
CODE 6 18 1 e2
PUT 108 1 <3

PUT 108 1 o4

MAME el '\pupil®
HAME <2 '\school’
NAME o3 '‘\cons'
HAME cd '\ resp'
RESPF 'resp'

IDEN 2 "school®
IDEN 1 'pupil'

ADDT 'cons'

SETV 2 'cons"
SETV 1 'cons'

ERAS ob

LOOP b1 1 100

JOIN e5 bl o5
PAUSE 1

ENDLOOF

Execute Execute selection Gotoend Find: Replace:

Before clicking on the Execute button you should now do the following:

Select View/Edit Data from the Data Manipulation menu.
Click on the View button.

Select c5.

Click on OK.

On the Macro window click on the Execute button.

This macro, as should be evident when you click on Execute, simply writes
the loop number (stored in box bl) to the end of the column ¢5 and refreshes
the screen after each number. Interesting as this is, we would actually prefer
to do something more useful, at each iteration, than simply write out the
iteration number. As we can see our macro has now become quite long. In
macro writing as with other forms of programming it is useful to introduce
structure into the code to aid readability. Although the current version of
the Macro language does not include the concept of a function (that takes
arguments) we can use the OBEY command to redirect a macro to another
macro which can be thought of as a function with no arguments.

Here we will firstly write a short macro that will generate a simulated re-
sponse based on the true settings for all the parameters. For brevity for the
rest of this chapter we will simply list commands rather than go through the
whole process of describing exactly how to perform the same actions via the
menus and windows. To aid in your understanding you may want to try and
perform the same actions using the windows to confirm you get the same
answers.

Note that MLwiN reserves the columns ¢1096 and c1098 for storing the
parameter estimates for the current model. To generate a response we there-
fore need to set the three values in ¢1096 and c1098 to the true answers
for the variance parameters and the fixed effects respectively. By default
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MLwiN will generate a warning if these are protected to prevent them from
being accidently overwritten, so before we can change them we need to use
the MARK command to turn off this warning prior to editing and turn it
back on afterwards. For example the command

will turn off column overwrite warnings and the command

will turn them back on.

Once this is done we can enter the desired values via the EDIT command,
which is equivalent to editing the numbers in the Data window. For example
the command

will put the value 10 in the first position of ¢1096 which corresponds to the
level 2 variance estimate. For the level 1 variance we use the true value 40
and for the intercept we use the value 30.

Now given the true values we need to generate a random response from the
random part of the model and add this to the fixed part of the model. Here
we use the following command

This is a special command that takes the fixed effects and variance estimates,
generates residuals at each level and by adding these to the fixed effects
constructs a random response vector.

So to include these four commands in a macro do the following:
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The macro should look as follows:

mark 0
edit 1 cl096 10
edit 2 cl096 40

edit 1 c1098 30
mark 1
2imnm 'resp'

Execute Execute selection Gotoend Find:

We can now execute this macro and then run the model.

As we have not changed the estimation settings MLwiN will have run the
model using our generated response using the IGLS method. If we look at

the estimates in the Equations window we should have something like the
following:

resp,; ~ N(XB, Q)
resp,; = ﬁogcons

Boy =30.333(0.872) +uy, + ey,

[uoj] ~NO. Q) : Q= [2.952(2.646)]

[eog] ~N@©, Q) : ©Q,= [29.063(4.070)]

-2*loglikelihood(IGLS Deviance) = 676.631(108 of 108 cases in use)
UNITS:

school: 6 (of 6) inuse

MName + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100

Note that we have not yet added a SEED command so you may get different
estimates due to having a different random response vector. We now need to
link up our macro for generating random responses via the OBEY command.
You now need to alter the simu macro so that it looks as follows:
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C:\Program Files\MLwiN v3.00\samples\simu.txt[Modified]  [= o]

GENErate 1 108 1 cl1 -
CODE 6 18 1 o2
PUT 108 1 c3

FUT 108 1 c4

NAME cl1 ‘"\pupil'
HAME <2 '\school®
HAME o3 '\ cons"
NAME g4 "\ resp"
RESF 'resp'

IDEN 2 "school'
IDEN 1 'pupil’

ADDT 'cons'

SETV 2 '"cons'

SETV 1 ‘'"cons'

ERAS ob

BATCH 1

SEED 1

LOOP bl 1 100

JOIN a5 bl o5

PAUSE 1

ENDLOOP v

Execute Execute selection Gotoend Find: Replace:

Here we have added two commands: SEED 1 that sets the random number
seed before the simulations begin and BATCH 1 that tells MLwiN we are
running the macro in batch mode and so when we run the IGLS method (see
later) the macro will run to convergence rather than just for 1 iteration. Note
that the OBEY command includes the path name and so you may need to
modify this on your machine.

So we now have a macro that when run will generate 100 response vectors,
we now need to add a macro that will run the methods and store the results
in columns. This macro we will call runmodel and all results will be output
to columns c11-c15 so we will erase these columns before we start. We
therefore need to make the following final modifications to macro simu:

C:\Program Files\MLwiN v3.00\samples\simu.txt(Modified]  [=|/a]5]

GENErate 1 108 1 cl
CODE & 18 1 c2
POT 108 1 o3

PUT 108 1 c4

HAME o1 '\pupil®
HAME 2 '\school’
HAME 3 '\cons'
HAME c4 '\resp'
RESPF 'resp'

IDEN 2 'school®
IDEN 1 'pupil’

ADDT 'cons'

SETV 2 'cons'

SETV 1 'cons'

ERAS o5

BATCH 1

SEED 1

LOOP bl 1 100

OBEY "genresp.txt"
OBEY "runmodel.txt"
JOIN o5 bl c5

PAUSE 1

ENDLOOP

Execute Execute selection Gotoend Find: Replace:
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8.4 Fitting the model to the simulated datasets

We now need to write a macro that will run both the IGLS method and the
MCMC method. To discover the commands that IGLS and MCMC uses you
can run both methods and look at the commands output although there will
be many commands, in particular for MCMC. This is because the MCMC
command is called each time the screen is refreshed and also the software uses
the IGLS estimates and the RESI command to set up good starting values
for the residuals. To save you typing the commands yourself the macro can
be loaded:

e Select Open Macro from the File menu.

e Select runmodel from the list of files and click on Open.

The macro opened should look as follows:

CA\Program Files\MLwiN v3.00\samples\runmodel.txt EE.
~

note macro for running IGLS and MCMC for a model
note IGLS

start

join cl098 clD9% cll cl11

Join cl099 clD97 cl12 cl2

note MCMC

mi=r 0

moers 1

rlev 2

rfun

rcov 2

rout c400 c399

resi

mi=r 1

meme 0 500 1 5.8 50 10 o400 2359 1 1 11 1 1
erase c400 c399

meme 1 10001 1 21090 <1091 <1003 cl004 1 1
pupn cl003 cl0D0D4

Join cl098 clD9%6 cl13 cli3

join cl1l09% cl097 ci4d4 cl14

obey mantiles.txt

Execute Execute selection Getoend Find: Replace:

Here we first run the IGLS method and store the estimates in c11 and their
variances in ¢12. Then we run the MCMC method using the residuals and
estimates from IGLS as starting values and run for 10,001 iterations after a
burnin of 500. Note in their simulations Browne & Draper ran for 50,000
iterations, and so it is easy to change the macro to do this, although here
for speed we use a shorter main run. We store the estimates in ¢13 and
their variances in c14. For the Bayesian 95% credible intervals we need to
calculate the quantiles of the posterior distributions from the chains of values
and for this we have another short macro as shown below:
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note macro returns the 2.5% and 57.5% gonantile estimates
code 3 1 10001 c20
split cl090 c20 c21-c23

c2l1 e21

c22 o022

c23 c23

251 o21 b21

9751 c21 b22
251 o222 b23
9751 c22 b24
251 c23 b25
9751 23 b2é
b21-b26 cl5 cl5

Execute Execute selection Gotoend Find:

To calculate the 2.5% percentile point we need to find the value where 2.5%
of the other values in the chain are lower and 97.5% are higher hence we use
a chain of 10,001 iterations rather than 10,000 for ease of calculation. We
firstly separate the three chains using the SPLIt command and then sort
each of them and pick out the correct values storing them stacked in column
cl5.

We can now run our first macro simu.txt to perform our simulation. In order
to watch the progress it will be worth opening the Data window and viewing
the columns where the output will appear. Note that we have used the JOIN
command in such a way that the estimates for each dataset will appear at
the top of each column. Note also that if you wish to view the output it is
important to ensure that the Macro window is not above the Data window.
Finally, note that because we have used commands like ‘OBEY genresp.txt’
we will need to change the current directory to the directory where these files
are located. (We could alternatively have used the full pathname instead of
just genresp etc. and then we would not have needed to change directory).

Running the 100 simulations may take a little time. For each simulation the
column c11 will have three estimates added to it and so as an indicator of
progress this column will be of length 300 when the simulations are complete.
Upon the macro finishing the window should look as follows:
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Data SIEIES
goto line 1 view _ Font Help
c11(300) c12(400) c13(300) c14(400) c15(600) ~
1 |29.552 0.884 29.506 1217 27175
2 2842 9498 4500 78.766 31.700
3 |44319 -2.140 46.408 -6.541 0.002
4 |30.220 38513 30,192 44 369 25373
5 [2125 0.694 3397 0.989 34.960
B |36677 5857 38.357 49,614 51.074
7 |28.165 -1.465 28128 -2.960 28.161 "

All five output columns contain information for the 100 simulations stacked
up.

Here c11 and c13 have the three sets of estimates stored for the IGLS and
MCMC methods respectively. Columns ¢12 and ¢14 contain the variances of
the three estimates plus the covariances between the two variance estimates.
Column c¢15 contains the MCMC 95% credible interval end points for the 3
parameters. We now need to transform these five columns into some sensible
summary measures.

8.5 Analysing the simulation results

In order to summarise the results of 100 simulations we will follow the exam-
ple of Browne & Draper (2006) and consider the bias and interval coverage
properties of the two methods. For this we have written another macro anal-
yse.txt. This macro, which is shown in part below, involves finding, as point
estimates, the average of the 100 simulations for each method. For interval
estimates, for the IGLS method we need to calculate the endpoints of 95%
confidence intervals, and for this we use central Gaussian (mean 4+ 1.96xsd)
intervals. See Browne & Draper (2006) for information on alternative inter-
vals to be used with the IGLS method. The MCMC credible intervals have
already been calculated. Next we have the simple task of counting the num-
ber of simulations where the true value is between the interval end points for
each interval.
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C\Program Files\MLwiN v3.00\samples\analyse.txt |E||E|.

note macro analyses the results of the simn.txt macro and puts results in c40 & o411 |~
erase cdl-c4l

code 3 1 100 c20

code 4 1 100 cl19

s=plit cll e20 c21-c23

split cl2 cl19 c24-c27

note calenlate IGLS point estimates
aver c21 b20 b21 b22 b23

join 40 b21 b23 c40

aver 22 b20 b21 b22 b23

join c40 b21 b23 c40

aver c23 b20 b21 b22 b23

join c40 b21 b23 c40

note calemlate IGLS interval cowverage
calc c31 = 221 - 1.96%=sgrt (c24)

ralon P32 = 21 + 1 GAkeort (0241

Execute Execute selection Gotoend Find: Replace:

The above macro involves separating the output columns via the SPLIt com-
mand, and then calculating the required summary statistics via the CALC
and AVER commands. The results are put in c40 for IGLS and c41 for the
MCMC method as shown below:

Data SIS
gote line 1 view _ Font Help
c40(9) cd1(9) ~
1 29,929 29.878
2 0132 0133
3 |7612 15.329
4 |0.682 1451 =
5 |41.064 42426
6 |04B3 0488
7 |0.820 0.940
g8 |0.620 0.830
9 |1.000 0.930 v

These results show the point estimates with standard errors for the three
parameters and the percentage of intervals that cover the true parameter
value for each parameter.

These results are similar to those in Browne & Draper (2006). Both methods
show very little bias for the intercept (true value = 30) and the MCMC
procedure only has a slight bias for the level 1 variance (true value = 40,
MCMC mean estimate = 41.78). The level 2 variance however has both
methods giving biased estimates. The true value is 10 and IGLS gives an
average estimate of 8.25 (a 17.5% negative bias) whilst MCMC gives an
average estimate of 16.91 (a 69.1% positive bias). As Browne & Draper show
the median estimate using the I'(g, ) prior has much better bias properties
(a 0.6% negative bias in their simulations) and this macro could be easily
modified to also calculate the medians for each simulation.

In terms of interval coverage the MCMC method gives much better coverage
for both the intercept and the level 2 variance. The level 1 variance has good
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coverage under both methods. Note however that if we were to look at the
interval widths we will find, like Browne & Draper, that the MCMC methods
have much larger intervals. Of course running only 100 simulations is not
really enough to compare the methods properly and more simulations would
be preferred. It would be easy to alter the above macros to run for 1000
simulations with the MCMC method main run length increased to 50,000
like Browne & Draper but this will take longer to run. It would also be easy
to monitor the median for the MCMC method and the interval widths for
both methods.

The simulations in Browne & Draper originally took a few months to run
but given the advances in speed of processors running ALL the simulations
in their paper would today be much quicker.

Chapter learning outcomes
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Chapter 9

Modelling Complex Variance at
Level 1 / Heteroscedasticity

One level normal response models assume that all responses are (conditional
on predictor values) independent observations from a Gaussian distribution
with an unknown mean structure and constant variance. The interest in
fitting one level models such as regressions and other linear models lies in
improving the description (in terms of fit to existing data and predictive
power) of the unknown mean function. In this book so far we have extended
these one level models to the multilevel modelling framework while main-
taining a constant level 1 variance.

The primary goal of multilevel modelling is to adjust inferences on parameter
estimates to account for non-independence between observations. The vari-
ance components models described in Chapters 3—-5 do this by adjusting for
correlation between responses taken from the same ‘higher level unit’. This
means that we assume that two responses taken from the same ‘higher level
unit’, for example school, are more likely to be similar than two responses
chosen at random.

Although variance components models adjust for correlation between re-
sponses in a cluster they still assume a constant variance across responses,
which they split into components at the various levels of the model. This con-
stant variance assumption may not be true and the variance of the responses
may, like the mean of the responses, be a function of predictor variables.
When the variance is treated as a function of the predictor variables this is
known as ‘heteroscedasticity’ or complex variation. In this chapter we will
look at fitting models that account for this complex variation using MCMC
methods. Browne et al. (2002) consider exactly this problem and give further
details about the exact algorithms that we use later.

To illustrate ‘heteroscedasticity’ we can consider the tutorial dataset again.
Before fitting any models to the dataset we could consider the values of the
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response for different subsets (partitions) of the dataset. This partitioning
of the dataset may then suggest predictors to fit in the model. To look at
partitions of the dataset we can use the Tabulate window in MLwiN:

The screen should then look as follows:

Output Mode
O Court
® Means

Variate column [ Storein
Columns |gir1 v| | W
e

[] Where values in |:|

0 1 | TOTALS
N 1623 | 2436 4059
MEANS | -0.140 | 0.093 -0.000
SDs 1.026 | 0.970 0.999

Here we have split the dataset into boys (0) and girls (1). It is noticeable
that the two subsets differ both in terms of mean and standard deviation
and hence variance (although the difference in standard deviation is pretty
small). We saw in Chapter 2 that girls did significantly better than boys
but there we assumed a constant variance for the two groups. In Chapter
2 our main predictor of interest is the intake score, standlrt (c5). This
variable is continuous so in order to tabulate the response we will need to
create partitions of the dataset based on ranges of intake variable. Here we
aim to split the dataset into seven roughly equal partitions. To do this we
create a column, named intakecat, which labels the partitions 0 (lowest
intake scores) to 6 (highest intake scores). Enter the following commands at
the Command Interface window:
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Now if we return to the Tabulate window we can display the means for these
seven partitions as follows:

The output for this tabulate command is as follows:

0 1 2 3 4 5 6 | TOTALS
N 612 594 619 | 710 | 547 | 428 | 549 4059
MEANS | -0.887 | -0.499 | -0.191 | 0.044 | 0.278 | 0.571 | 0.963 -0.000
SDs 0.855 | 0.774 | 0.806 | 0.811 | 0.812 | 0.824 | 0.838 0.999

Here, as in Browne et al. (2002), the partitions 0 to 6 refer to intake scores
in the ranges less than —1, —1 to —0.5, —0.5 to —0.1, —0.1 to 0.3, 0.3
to 0.7, 0.7 to 1.1, and greater than 1.1 respectively. We can see that the
means for the partitions increase with intake score and this corresponds to
the positive coefficient found for the intake fixed effect in Chapter 1. We can,
however, also see that the standard deviation (and therefore the variance)
of the partitions is not constant and is also, with the exception of the first
category, increasing. This pattern with larger variances at both extreme
categories suggests that perhaps assuming a quadratic relationship between
intake score and the variance would be sensible. We will next explain the
modifications required to the MCMC algorithms to fit non-constant variance
functions before returning to the tutorial example. Readers not interested
in the algorithmic details can skip the next section whilst those who wish to
know more can read Browne et al. (2002).

9.1 MCMC algorithm for a 1 level Normal
model with complex variation

We will here consider fitting the linear regression model from Chapters 1
and 3 but with the additional assumption that the variance is a quadratic
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function of the reading test predictor. The model can be written

yi = Bo + Prry + e
€; ~ N(07 O'gi) Where O-zi = Xg;QeXei = QeO,O —+ leiQeO,l + 1]%2-96171

Here although we think of the variance as a quadratic function, we maintain
the matrix formulation €2, used by the IGLS method. The vector X,; contains
the predictors used in the level 1 variance for individual 7, in this case the
constant predictor (xy = 1 for all individuals) and the intake score (z1). Note
that if we wish to fit a simpler linear variance function we can constrain 2¢; ;
to equal zero.

To fit the model in a Bayesian framework we need to add prior distributions
for the unknown parameters, Sy, 51, and .. We will use the default priors
from MLwiN, p(8y) o< 1, p(B1) o< 1 and p(€2e;x) o< 1 for all j, k subject to the
constraint that ¢ > 0 for all 7. This prior is equivalent to a uniform prior
on all matrices €2, that satisfy the constraint and is the only prior available
for these parameters in MLwiN.

The algorithm now consists of two steps. Firstly the fixed effects vector
B = (Bo, B1)T is updated using Gibbs sampling from its bi-variate Normal
conditional posterior distribution:

~ ~

p(6|y703i) ~ Ny(B, D), where

The second step then involves updating the three parameters that make up
the level 1 variance matrix 2,. We cannot update these terms using Gibbs
sampling and so instead we will use Metropolis Hastings sampling. We will
update each parameter in turn and will describe here the step to update
.01 as the other steps are similar. As in the Metropolis macro in Chapter 1
we need to use a proposal distribution but this time we will use a truncated
Normal proposal in order to satisfy the constraints that the variance function
must be positive for all observations.

We can write for every observation 1,

02, = 221001 — 001, Where 01 = —Qeoo — 73;Qe11
Now for the condition ¢ > 0 Vi to hold after we update Q.1 we need
to calculate the truncation points where the condition ceases to hold. This
will result, in this case, in two sets of constraints that produce the two
truncation points for our proposal distribution (note that there will be only
one truncation point for the other two parameters as they are multiplied by
terms that are strictly positive). The constraints can be written as follows:
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m, = min ( O’I‘V’i,xu < O) > (e01 > max (2 O’IVz,xu > O>

i Ty Ty

So the Metropolis Hastings step at iteration ¢ generates a proposed value {27 |

from a Normal distribution with mean QSQJ and proposal variance 33071, that

satisfies the above constraints and so hence we effectively are drawing from
a truncated Normal distribution. Note that, as described in Browne et al.
(2002), the value s2,, can be set by the MLwiN adaptive scheme. Then the
update step is as follows:

1, RY

Q(f;rll) =,,, with probability min
e0, e0,1» t
p(szgo),llyaﬁ)

(920,1 |y, ﬁ)]

Qiﬁ)ﬁl) = QS))J, otherwise.

) (mu_QZ(m) - P <ml_Q:0,1>
R— 5§0¢1 530,1

(t) (t)
my—§2, m—Q,

O L) - L et
Se0,1 Se0,1

The steps for the other two parameters, 2.9 and €2 ; have similar forms to
the above. Now that we have described the two steps the MCMC algorithm
as usual consists of repeated application of the steps in turn. We will now
explain how to set up this model in MLwiN using the tutorial dataset.

Here

which is the Hastings ratio.

9.2 Setting up the model in MLwiN

We will start by setting up the first model from Chapter 2, which has fixed
effects defined for cons and standlrt and cons defined as random at level
1. If you are unsure of how to set up this model refer to Chapter 2. Next we
need to include the complex variation terms at level 1.

e Select the standlrt predictor in the Equations window.
e From the X variable window that appears click on (i)student.
e (Click on the Done button.

The Equations window should now look as follows:
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normexam, ~ N(XB, Q)

normexam,, = Bycons + ;E;’list:':md]rt?'f

By =By + €y
By =B+ €y

oy R )
Lw NO ©) : @, | 02]

20l el

(4059 of 4059 cases in use)

Mame + - AddTerm Estimates [MNonlinear Clear MNotation Responses Store Help Zoom 100

We will now need to run the IGLS method and then change to MCMC.

The MCMC methods window will then look as shown below. Note that
MLwiN realizes that we need to use MH sampling for the level 1 variance
matrix and so changes method automatically.

Estimation Methad

Fixed Effects

® Gibbs O Univarigte MH O Multivariate MH
Random Effects (Residuals)

®) Gibbs O Univarigte MH O Multivariate MH
Higher Level Varance Matrices

Updated by Gibbs sampling.

Level 1 Varance

Updated by Univariate MH Sampling. [ ] Use log formulation

Metropolis-Hastings settings

Scale factor for proposal variances / block dimension.

Use adaptive method [v]

Desired acceptance rate(%) 500 [§] Desred tolerance (%)
MH Cycles per Gibbs iteration

| Reset [ Done [ e |

You may have noticed that the notation we have used earlier in this chap-
ter for the level 1 variance matrix is different to that which you see in the
Equations window. We can change this:
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and we will get the following :

normexam, ~ N(XB, Q)

normexam, = 3, cons, + f, standlrt,
Bo: =By * ey

Bii=Pitey

R0
Q

€y . _
~N(0, ) : Q=
€4 20,1

Q

(4059 of 4059 cases in use)
Mame + - AddTerrn Estimates Menlinear Clear Motation Respenses Store Help Zoom 100

Now we need to run our model with complex variation.

Note that the greater complexity in fitting a complex variance function at
level 1 tends to slow computation down and so it will take longer to run
this model. Upon running for 5,000 iterations if we open the Trajectories
window we see the following:

Deviance(MCMC) = 9764.554(4059 of 4059 cases in use)Q,, , = 0.638(0.017)

= Mttt 3 (o o g

=-0.002(0.013) 9, ,=0.002(0.008) Q,,=0.012(0.011)

A W S e

=0.596(0.013)

WM AR

i1

>

[

REY

A

N
3
g b

- Select Help viewlast: 500 - awdita -

Here we can tell that the variance parameters are being updated by Metropo-
lis Hastings sampling by the fact that their chains have a more block-like
appearance. Also we can see that the chain for parameter €).; 1 goes nega-
tive so it is more appropriate to use this alternative notation as this term
is clearly NOT a variance. We can compare the fit of this model with the
simple variance model via the DIC diagnostic:
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The diagnostic is given below and compared with the diagnostic for the model
with a constant variance fitted in Chapter 2.

Dbar | D(thetabar) | pD DIC
9764.55 9759.62 | 4.93 | 9769.49
9763.54 9760.51 | 3.02 | 9766.56

Here we see that the DIC correctly estimates the 5 parameters in the model
and gives a very marginal improvement in fit (9759.6 versus 9760.5). However
due to the two additional parameters the DIC value for this model is higher
than for the simpler model, suggesting in this case that there is no advantage
in fitting the more complex variance function. This is backed up by both the
linear and quadratic variance terms being similar to or smaller than their
standard errors.

The variance function can still however be calculated by using the Variance
function window.

Note that the variance function screen should look as follows:

_ 2 2
var(egpy, +7,) = Qg g%, T 20 Fok 1 T Loy Xy

I cons standit | result |mse l\ =0.000

level T:student - cale Name Help Zoom 100 - Copy
varimcemlpmm: 10 SE of variance output to: [none]
S

Now we can plot the function we have calculated:
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The graph of the function will appear as follows:

Graph display: 1 EE.

072

Here we see that this graph mimics the variances of the partitions of the
dataset by the categorical intake score that we calculated earlier.

9.3 Complex variance functions in multilevel
models

We have in fact already considered a multilevel model that contains complex
variation. When we considered the random slopes regression model in Chap-
ter 6 we interpreted this model graphically in terms of non-parallel regression
lines for each school. We could however also look at this model in terms of
the (total) variance at the school and pupil level depending on the intake
score.

If we set up the random slopes model and run it using the default MCMC
settings (see Chapter 6 for details on setting up this model) we should get
the following:
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normexam, ~ N(XB, Q)

normexam, = 3, cons, + f, standlrt,
= (2)

Bo; =-0.006(0.039) +ul), o+ ey,
- @

By, =0.558(0.020) +u), o

(2)
l“o,scm(g 0.096(0.020) ]

~N(0, @P) : Q¥ =
2 :
U] o ehool(y) ! *10.019(0.007) 0.015(0.004)

[eo] ~NO. 2) : @,=[0.558(0.013)]

PRIOR SPECIFICATIONS
p(By) o 1

p(ﬁ1) al
2 : - —
p(Q%) ~ inverse Wishart,[2*S ,20], S_= [0.090
0.018 0.015

p(1/Q,, ;) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 9122.987(4059 of 4059 cases in use)
UNITS:

school: 65 (of 65) in use
Mame + - AddTerm Estimates FMonlinear Clear Motation Responses Store Help Zoom 100

Note that as we have clicked on the Notation button earlier some of the
other terms will have a different notational form. This notation was designed
for cross-classified models that will be described later in Chapter 15. Click
on Notation again and tick the box for multiple subscripts to see standard
notation for a 2-level model. Now we can calculate and plot both the level 1
and level 2 variance functions against the intake score by using the Variance
function window as follows:

This will set up the level 1 function in column c12 and the level 2 function
in column c13. If you have been following this chapter from the start then
the level 1 variance function will already be plotted and the Customised
graph window should be as follows:
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We now need to specify the level 2 variance function so the following is
required:

The graph window will now have two lines in it as shown below:

Here the level 1 variance function is the flat (constant) line at 0.554 while the
level 2 variance exhibits a quadratic relationship with intake score. Although
we did not find any significant evidence of heteroscedasticity in the one level
model earlier we can now test if there is any in our two level model. To
include the quadratic variance relationship again we need to do the following
(after setting estimation method to IGLS):
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We can now run this model using MCMC by performing the following:

After a short while the model will run and the Equations window (after
zooming to factor 75 to ensure window all fits on screen) will look as follows:

normexam, ~ N(XB, Q)

normexam, = ﬁogcons + ﬁwstand]rty.

By =-0.010(0.038) + 1, + ¢y,

By =0.558(0.021) +uy; + ey,
[0.097(0.020)

~N@O, Q) : Q =
0.020(0.007) 0.015(0.005)

~N(©, Q) : Q,=

[0.553(0.015)
-0.014(0.006) 0.003(0.009)

PRIOR SPECIFICATIONS
p(By ol
p(B)al
p(R,) ~ inverse Wishart,[2*S 20], 8 =]0.091
l0.0l9 0.014]

Deviance(MCMC) = 9120.636(4059 of 4059 cases in use)
UNITS:

school: 65 (of 65) in use
Mame + - AddTerm Estimates Monlinear Clear MNotation Responses Store Help Zoom 100

Here we see that the linear variance coefficient at level 1 (2 x —0.014) is nega-
tive whilst the quadratic coefficient (0.003) is positive but very small. We can
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compare the DIC diagnostic for this model with that of the simple random
slopes regression model fitted in Chapter 6 by selecting the MCMC/DIC
diagnostic option on the Model window.

Dbar | D(thetabar) pD DIC
9120.64 9028.19 | 92.44 | 9213.08 | (quadratic variance function at level 1)
9122.99 9031.32 | 91.67 | 9214.65 | (constant variance at level 1)

Here we see that fitting the model with the complex variance function results
in a slight improvement in DIC. The quadratic term here is very small and
if the variance function is plotted it looks approximately linear. Therefore
it would be interesting to see the effect of explicitly fitting just a linear
relationship.

The blue 0.003 will be replaced by a grey 0 to indicate a structural zero in
the equations window. We now need to run this reduced model.

If we now compare the DIC for this model we see

Dbar | D(thetabar) pD DIC
9119.41 9027.74 | 91.66 | 9211.07 | (linear variance function at level 1)
9120.64 9028.19 | 92.44 | 9213.08 | (quadratic variance function at level 1)

So the simpler linear variance function is prefered to the quadratic function.

9.4 Relationship with gender

At the start of this chapter we considered partitioning the dataset into boys
and girls and saw that gender seems to affect both the mean response and
the variance of the response. If we continue from the current model which
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has a linear variance function we can now add gender as a fixed effect and
allow the level 1 variance to have terms for gender and gender by intake score.
This can be interpreted as fitting two different linear relationships at level 1,
one for boys and one for girls. Note that, although we are going to add all
the terms at once, generally you would want to add each in turn testing as
you go. To set up the model we need to do the following:

This will have set up the model and run it using IGLS and the Equations
window should be as below:

normexam, ~ N(XB, )

normexam, = ﬁoycons + ﬁ’wstand]rty + 0.1'f"5(0.032)igi1'l§Jf
Bog =-0-112(0.043) + uy, + e,

By =0.554(0.020) + u;,

[0.086(0.017)

~N(0, Q) : Q =
©. ) *  10.020(0.007) 0.015(0.004)

[0.584(0.021)
~N(O, @) : Q,=|-0.034(0.010) 0
-0.029(0.013) 0.032(0.013) 0

1y

%25

-2*loglikelihood(IGLS Deviance) = 9271.596(4059 of 4059 cases in use)
UNITS:

school: 65 (0f 65) in use
Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

We will now run the model using MCMC.
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After running the model we can once more check the DIC diagnostic value
(via the Model menu).

Dbar | D(thetabar) pD DIC
9083.92 8990.26 | 93.66 | 9177.57

Here we see that the DIC diagnostic has reduced significantly. If we had
added terms in stages we would have seen that the majority of the reduction
was due to adding in gender as a fixed effect but there is also a significant
reduction due to the more complex variance structure.

The variance at level 1 is now

o Qeo 0 + 2standlrt; Qo1 + 2girl; e 2 + 2standlrt;girl Q2 o

So we have two separate linear relationships for boys and girls, which can be
calculated by the Variance function window (along with the updated level 2
variance function)

The graph window will still be displaying the correct columns for the vari-
ances but as we need to separate out the girls’ and boys’ lines at level 1 we
need to update the Customized graph window as follows:

The graph will then appear as follows:
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Graph display: 1 E|E|.

0FeT-

0281

R o

Note that you could label or colour the various lines and rescale the graph to
include the origin but this is left as an exercise for the reader. The top two
graphs are the level 1 variance functions with the boys having the steeper
negative slope. This graph is showing that the choice of school (level 2
variance) is more important for the higher intake pupils than for the lower
intake pupils, and that intake score has a much greater effect on the variance
of responses for boys than girls. Note that in these complex variance function
models the simple intra-school correlation measure described in Chapter 4
does not exist. However for a given gender and intake score we can calculate
an equivalent measure, and as in Chapter 4 we can calculate the chain and
hence confidence intervals for this measure.

9.5 Alternative log precision formulation

Spiegelhalter et al. (20000) consider the problem of heteroscedasticity in mul-
tilevel models in their schools example. One of the problems of the approach
we have described in this chapter is the restrictions on prior distributions for
fitting this model. Spiegelhalter et al. (20000) get around fitting the variance
at level 1 as a function of predictors, by instead fitting the log of the precision
at level 1 as a function of predictors. This means that, as the log of the pre-
cision can take values anywhere on the real line, there are no constraints to
worry about. We can consider fitting the above model using this formulation
and so we will have

log(1/02) = Qe + 2standlrt; Qe + 2girl, Q2 + 2standlrt;girl, Qe; o
To fit such a model in MLwiN we need only tell the software that we want

to fit this formulation via the MCMC Methods window.

e Change estimation to IGLS.
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It should be noted at this point that currently the Equations window does
not show this change in the model. For prior distributions MLwiN only
allows uniform priors for all elements of (2., although now that the parameter

constraints have been removed it is possible to use informative Normal priors
via WinBUGS and the WinBUGS interface.

We will now run the model by clicking on the Start button. Note that the
log formulation is slower to run. Upon completion we will get the following
estimates:
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normexam,; ~ N(XB, @)

normexam, = ﬁogcons + ﬁlgstand]rty_ + 0.176(0.032)igi11§
Boy =-0-110(0.045) + uy, + e,

Pry =0.556(0.020) + u;,

[0.093(0.019)

~N(0, Q) : Q =
0. 2) - e, 0.021(0.007) 0.016(0.005)

[0.543(0.036)

~N(0, Q) : Q,=0.055(0.019) 0
0.050(0.023) -0.052(0.025) 0

p(Q,) ~ inverse Wishart,[2#8 .20], S = [0.086
0.020 0.015

Deviance(MCMC) = 9085.006(4059 of 4059 cases in use)
UNITS:
school: 65 (0f 65) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

We can once again construct the graphs for these variance functions via the
variance functions window. We will however have to convert these values
from inverse precisions to variances.
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The Graph display window will now have changed to show the variances
in this new model as follows:

Here the relationship at level 1 is still nearly linear. If we look at the DIC
diagnostic we see that there is no advantage in using the log-precision formu-
lation and in this case the standard variance function formulation has lower
DIC value.

Dbar | D(thetabar) pD DIC
9085.01 8991.09 | 93.92 | 9178.93 | (log-precision formulation)
9083.92 8990.26 | 93.66 | 9177.57 | (variance formulation)

Although the log formulation has the advantage of the ability to specify
informative priors for level 1 variance terms (note this is available in Win-
BUGS only) it suffers from the disadvantage that individual coefficients of the
variance function do not have a simple interpretation and the real variance
relationship is only accessible via a graph as shown above.

Chapter learning outcomes



134 CHAPTER 9.




Chapter 10

Modelling Binary Responses

In this book we have so far considered fitting models where our response is a
continuous variable. Of course there are many other possible response types,
for example interest often lies in binary, proportion or count data. In this
chapter we consider binary data. There are many possible scenarios where
binary or 0/1 data occur: in education, exam score responses may often be
in the form of a pass or fail; in health care, responses are often whether a
treatment is successful or not; in political data, whether people vote for a
particular party or not.

In this chapter we will consider an example dataset from the 1988 Bangladesh
Fertility Survey. This dataset consists of 1934 women who are grouped in
60 districts and the response of interest is whether these women were us-
ing contraception at the time of the survey. As predictor variables we will
consider effects for the age of the women, the number of children they have
and the district they come from. We will also be interested in whether the
between-district variation differs for urban and rural areas.

The dataset can be found in the file bangl.ws. The reader unfamiliar with

the IGLS methods for fitting binary response models is referred to the User’s
Guide to MLwiN.

e Select Open Sample Worksheet from the File menu.
e Select bangl.ws from the list of worksheets.

e Select Open.

The Names window will then look as follows:

135
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Names EE.

Column: Mame Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate | Window: Used columns o Help
Mame Cn n missing  min max  categorcal  description ~
woman 1 1334 0 1 1534 Falee Identifying code for each woman {evel 1 unit).

distict 2 1934 0 1 61 False Identifying code for each district Jevel 2 unit),

use 31914 0 0 1 False Contraceptive use status al time of survey; (0=Not using, 1=Using).

le 4 1334 0 o 3 True Mumber of living children at time of survey (0=MNone, 1=One child, 2=Twao children, 3=Three plus}).

age 5 1934 0 -1356 1944 False Age of woman at time of survey (in years), centred on sample mean of 30 years

urban 6 1934 0 0 1 False Type of region of residence (0=Rural, 1=Urban).

educ 71934 0 1 4 False Woman's level of education (1=None, 2=Lower primary, 3=Upper primary, 4=Secondary and above).

hindu 8§ 1934 0 0 1 False Woman's religion (0=Muslim, 1=Hindu).

d_ilit 9 1934 0 0 091 False Proportion of women in district who are literate.

d_pray 10 1534 0 0.1 078 Falss Proportion of Muslim women in district who pray every day (@ measure of religiosity).

cons 11 1934 0 1 1 False Constant {=1)

denomb 12 1534 0 1 1 False Denominator (=1} v

Here woman identifies the individual women, district the district they live
in and use whether they use contraception (1) or not (0). The predictors
we will consider are age which is the woman’s age in years centred around
the average age, lc which is the number of living children and urban which
categorises the area (which is a sub-area of the districts) in which they live
as either urban (1) or rural (0). The other possible predictors that can
be investigated by the reader are educ which categorises education level of
the women from none (1) to at least secondary education (4), hindu which
categorises religion into Hindu or Muslim (other religions were excluded), and
two district level predictors d_illit and d_pray which give the proportion of
illiterate women and the proportion of women who pray every day, for each
district.

10.1 Simple logistic regression model

We will start by considering a simple logistic regression model accounting for
the age of the women only. Logistic regression models are more complicated
to fit than Normal models using the IGLS estimation method in MLwiN as
the methods use Taylor series expansions to approximate the model at each
iteration. This means that the estimates they produce are quasi-likelihood
estimates rather than maximum likelihood. For users familiar with earlier
versions of MLwiN the use of two constant columns here labeled cons and
bcons to allow for the transformations performed by the approximation in
discrete response modelling is now automated. Binomial response models
also need a special (denominator) column that contains the counts of the
number of trials each Binomial is based on. For 0/1 data this will be another
columns of ones but for proportion data this will contain the number of units
on which each proportion is based.

To set up the basic logistic regression model we need to do the following:

e Select Equations from the Model menu.

e Click on the Clear button to remove any existing model in the work-
sheet

e Click on the red y.
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This will set up the response variable and its type, and the hierarchical
structure of the dataset. The window will look as follows:

use; ~ Bmomlal(ng., er.)

logit(z,) =%,

(1934 of 1934 cases in use)

MName + - AddTerm Estimates MNonlinear Clear Motation Responses Store  _

We now need to set up the denominator column and our predictor variables:

The window now looks as follows:

use; ~ Bmomlal(denombﬁ, er.)

lngit(ﬂrg) = f,cons + ﬁlagey

VBI(USB?j |;rr§) = ;rry(l - Jrg).-’denomby

(1934 of 1934 cases in use)

Marme + - AddTerm Estimates Monlinear Clear Motation Responses Store  _
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There are several possible quasi-likelihood methods available in MLwiN but,
as we are only using them for starting values and to set up the model, we
will use the default methods:

The model should now run in 3 iterations. We now want to run the same
model using MCMC.

The window will then appear as shown below. Here we see that for non-
Normal responses MLwiN will not allow Gibbs sampling. We will discuss
this at the end of the chapter when we compare MLwiN with WinBUGS on
binary response models.

Estimation Method
Fixed Effects
® Univaiate MH () Muttivariate MH

Random Effects (Residuals)
® Univariate MH O Multivariate MH

Higher Level Varance Matrices
Updated by Gibbs sampling.

Level 1 Varance
Level 1 Varance fised in non-Nomal

Metropolis-Hastings settings

Scale factor for proposal varances / block dimension.
Use adaptive method [w]

Desired acceptance rate(%) m Desired tolerance(%)

MH Cycles per Gibbs iteration

| Resst | oo | rep |

If we now run the model using MCMC:

we will get the following results (after clicking twice on the Estimates but-
ton):
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Equations |E||E|.

use, ~ Binomial(denomb , 7,)
o o o

logit(r,) = -0.437(0.047)cons + 0.006(0.005)age,
var(use, |7, ) =7 (1 - 7,)/denomb,,

Deviance(MCMC) =2591.282(1934 of 1934 cases in use)

Marme + - AddTerm Estimates Monlinear Clear Motation Responses Store  _

Here we see that the intercept term is —0.437, which, as age is centred,
corresponds to the average woman. In order to convert this into a probability
we need to transform it onto the probability scale. This can be achieved by
the anti-logit operation in the Command interface window. Typing the
command CALC B1=ALOG (-0.437) produces a probability of using
contraception of 0.392. Note you may have to click the Output button to
see this in the Output window. The age coefficient is small and of the same
magnitude as its standard error, suggesting that there is no real effect of age.
It should be noted that unlike the quasi-likelihood methods, we can now find
a deviance for our models and use the DIC diagnostic.

The deviance formula for a Binomial model is :

D=-2 Z lyi log(ps) + (1 — y;) log(1 — p;)]

where p; is the predicted value for observation i. To calculate p; we will
need to use the inverse distribution function that corresponds to the link
function, so for the logit we will need to calculate the antilogit for each fitted
value as described above for the average woman. This is all performed in the
background when the DIC diagnostic is calculated.

e Select MCMC /DIC diagnostic from the Model menu.

The output can be seen below along with that for the simpler model (which
we will not fit) with just a constant probability of usage.

Dbar | D(thetabar) | pD DIC
2591.28 2589.29 | 1.99 | 2593.27 | (Model with age)
2591.90 2590.91 | 0.99 | 2592.88 | (Model without age)

We can see here that, as with the Normal case, the DIC diagnostic picks
up almost exactly the correct degrees of freedom. The DIC diagnostic also
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confirms that the model without age is only marginally better as we sus-
pected from the coefficients and standard errors. Note that for Binomial
models there are two possible parameterisations for D(thetabar), the mean
parameterization which uses the average value of p; from the chain, and the
canonical parameterization which uses the average values of the individual ;
that form p;. In MLwiN we always use the canonical parameterisation but it
should be noted that the different parameterizations will often give different
DIC values.

In all the models fitted thus far we have been using the default monitoring
run length of 5,000 iterations. This is not to be encouraged and we should
always check we have run the MCMC algorithm for long enough particularly
for non-Normal models where Metropolis sampling is the default for some
parameters.

e Select Trajectories from the Model menu.
e Click on the chain for f;.

e Select Yes to calculate diagnostics.

The diagnostics for the age effect will then appear as follows:

MCMC Diagnostics - fixed : age E“E‘.

=

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (14531.13162 )
when q=(0.025.0.975 ).r = 0.005 and s = 0.95
Brooks-Draper (mean) :Nhat = 185964
when k = 2 sigfigs and alpha = 0.05

B B [ g PR T

, .
.
R

[ H .
P

.
- i
"
.
.

Summary Statistics
param name - f,  posterior mean = 0.006 (0.000) SD =0.005 mode = 0.006
quantiles : 2.5% =-0.004. 3% =-0.002. 50% =0.006. 95% =0.015, 97.5%=0016
5 iterati i rerv jteration. Effective Samole Size (ESS) = 1166.

Here we can see that the kernel plot shows a large probability of a value
less than zero. The Raftery-Lewis diagnostic suggests that we should run
for roughly three times our current run length. Note that as we are more
interested in whether this effect is zero or not than quoting this parameter
to two significant figures we will ignore the Brooks-Draper diagnostic.

We can now run this model for 15,000 iterations to see if this changes our
estimates:
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If you now look at the DIC diagnostic and the MCMC diagnostics window
we see that neither of them have changed much at all. This confirms the
results from the shorter run of 5,000 iterations.

Although we have found that age is not significant we will, for now, leave
it in the model while adding our next predictor, number of living children
(Ic). We will add this into the model via the Add Term button. This can
be done (after changing estimation method to IGLS) as follows:

Now we need to run the model using MCMC after using the IGLS method:

After estimation has finished the Equations window will (after pressing the
+ button) look as follows:
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Equations E@.

use; ~ Binomial(denombg, ?rg,.)
logit(?ré,.) =-1.266(0.115)cons + -0.0EE(0.00T)ageg +1.03 1(0.143)0nekidg +
1.185(0.166)m’0kidsg + 1.118(0.165)ﬂ1ree+kidsy

var(use |1,) =7 (1 - 7, )/denomb_
o o o = o

PRIOR SPECIFICATIONS

p(By) a 1

p(f) a1

p(f) a 1

p(B) a 1

p(fy) a1

Deviance(MCMC) = 2519.976(1934 of 1934 cases in use)

Mame + - AddTerm Estimates Monlinear Clear MNotation Responses Store Help Zoom 100 -

Interestingly when the number of children a woman has is added to the model,
the age coefficient now becomes significant, and of opposite sign. This is due
to the fact that the number of children is correlated with age.

The DIC diagnostic as shown below is greatly reduced in this model with 5
parameters.

Dbar | D(thetabar) | pD DIC
2519.98 2515.10 | 4.88 | 2524.85
2591.28 2589.29 | 1.99 | 2593.28 | (without number of children)

10.2 Random effects logistic regression model

So far we have concentrated on the fixed effects simple logistic regression
models analogous to, for the Normal responses, the linear regression models
in Chapter 1. As with Normal responses we can also add random effects to
our model to account for different probabilities of contraception use for the
different districts in which the women live.

To add random effects we use the same procedure as with the Normal models.

e Change Estimation method to IGLS.
e (Click on cons in the Equations window.

e Click on the (j)district box in the X variable window.



10.2. RANDOM EFFECTS LOGISTIC REGRESSION MODEL 143

Here we have run this model using the IGLS method and the results should
look as follows:

use,, ~ Binomial(denombg, ;rry)

Iogit(:rg) = ﬁojcons + -0.024(0.008)agey. + 1.020(0.153)\011nzskid!.1F +
1.218(0.169)twokidsy + 1.195(0.1?3)Ihree+kidsy

ﬁ()j =-1.369(0.139) + Uy,

[uoj] ~N(O, Q) : Q,= [0.246(0.0?5)]
var(useyhry) = ;rry.(l - :ry.)fdenomby.

(1934 of 1934 cases in use)

UNITS:

district: 60 (of 60) in use

Name + - AddTerm Estimates Nenlinear Clear Motation Responses Store Help Zoom 100

To now run this model using MCMC:

After 5,000 iterations we get the following estimates
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use; ~ Binomial(denombﬁ, T.)
logil(;rry.) = ﬁojcons + -0.025(0.007)age§ + 1.081(0.145)0nekid§. +
1.297(0.155)tw0kids§ + 1.270(0.157)Ihree+kids§.

Boy =-1.461(0.129) + uy,

[uoj] ~N@©. Q) : Q,= [0.309(0.101)]

va.r(useﬁhrﬁ) = ;rrﬁ(l - ;rry.)f'denombg

PRIOR SPECIFICATIONS

p(By) a 1

p(f)al

p(B) a1

p(fy a1

p(B)al

p(1/ u()) ~ Gamma(0.001,0.001)

Deviance(MCMC) =2395.915(1934 of 1934 cases in use)

UNITS:

district: 60 (of 60) in use
Mame + - AddTerm Estimates Monlinear Clear Notation Responses Store Help Zoom 100

We can see here that both the fixed effects and the level 2 variance estimate
from MCMC are bigger (in magnitude) than the quasi-likelihood estimates.
The 1st order MQL method, which is the default method that we have used,
is known to give estimates that are biased downwards. We can investigate
the level 2 variance in more detail by viewing its MCMC diagnostics.

This will bring up the MCMC diagnostics for the level 2 variance parameter
as shown below. Here we see that the kernel plot has a long right-hand tail as
expected and consequently the mode, which is the equivalent to the estimate
obtained using quasi-likelihood methods, is smaller than the mean. It has
an estimated value 0.279, which compares with the value 0.246 from the 1st
order MQL method.
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MCMC Diagnostics - district : cons/cons IE“E‘.

H i,
zei | ~ " i
H L

o

g

:’“ Accuracy Diagnostics
o Raftery-Levwis (quantlle) : Nhat = (1242018783 )

;i: when g =(0.025,0.975 ). r = 0.005 and s = 0.95
: Brooks-Draper (mean) : Nhat = 7297

when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name : 0‘1_3 posterior mean = 0.309 (0.003) SD =0.101 mode =0.279
quantiles : 2.5% = 0.161, 5% =0.177, 50% =0293, 95%=0491, 9$7.5%=0.551

5 iterati i cerv iteration. Effective Sammle Size (ESS) = 474.
Update Diagnostic Settings Help

If we look at the DIC diagnostic for the random effects model we get the
following:

Dbar | D(thetabar) pD DIC
2395.92 2354.50 | 41.41 | 2437.33 | (with random effects)
2519.98 2515.10 | 4.88 | 2524.85 | (without random effects)

So even though we have five fixed effects and sixty random effects due to
districts, these sixty district effects are represented by only effectively 36.4
(41.4—5) parameters. The DIC diagnostic is reduced by 87.5, so this random
effects model is a great improvement, suggesting that there is significantly
different contraception usage between the sixty districts.

We can also see from the MCMC diagnostics that the Raftery-Lewis diag-
nostic suggests that we haven’t run the sampler for long enough. Note that
if the sampler was run for an extra 15,000 iterations, (which takes a few
minutes) this will produce a modal estimate 0.281 which is very similar to
the answer after 5,000 iterations.

10.3 Random coefficients for area type

In the dataset, although we have already split up the country of Bangladesh
into 60 districts, within these districts there are both urban and rural areas.
We have an indicator urban that defines whether an individual woman lives
in a rural (0) or urban (1) area. We can firstly fit this term as a fixed effect
in our model and fit our model using MCMC and 5000 iterations.

e Change Estimation method to IGLS.
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Now run the model:

We can now see that urban has a fixed coefficient of 0.736 (0.123), which
suggests that this is a strong predictor and that women in urban areas are
more likely to use contraception than women in rural areas. This is backed up
by the reduction in DIC diagnostic to 2408.15 (a drop of 29), which suggests
that this is a better model.

Just like fitting random coefficients in a Normal response model, we can now
see if the effect of being in an urban area is different for the various districts.

The model we have now fitted will upon convergence be as follows:
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Equations E||E|.

use, ~ Binomial(denombg, ;rg.)

logit(?rg) =,BUJ,.c0ns + -U.OET(O.OOS)ageU + l.lST(O.lS?)onekidU +
1.3?6(0.174)m'0kid58. + 1.384(0.180)ﬂ1ree+1<idsg +}85J.urban¥.

Byy =-1.724(0.159) + uy,

!85; =0.805(0.189) + Us;

Uy
Us;

var(use |r.) =7 (1 - 7)/denomb
el o o o el

0.418(0.137)
-0.432(0.176) 0.738(0.303)

~N(0, Q) : Qu—[

PRIOR SPECIFICATIONS
p(By) a1

p(f)) @
p(5,) @
p(B;) a
p(By o
p(f;) a
p(R) ~ inverse Wishart,[2*S ,20], S = [0.323 ]

S S S w—

-0.338 0.564

Deviance(MCMC) = 2328.933(1934 of 1934 cases in use)
UNITS:
district: 60 (of 60) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100 -

Here we see that the variance between districts is different for urban areas
and rural areas with the rural areas having a variance of 0.418 and the urban
areas having a reduced variance of 0.418 — 2 x 0.432 4+ 0.738 = 0.292. In
terms of model fit we are now fitting 6 fixed effects and 2 x 60 random effects
and so if we look at the DIC diagnostic for this model we get:

Dbar | D(thetabar) pD DIC
2328.93 2272.31 | 56.62 | 2385.56 | (with urban random effects)
2369.36 2330.58 | 38.79 | 2408.15 | (without urban random effects)

Here once again we see that adding the extra terms increases the effective
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number of parameters but reduces the DIC diagnostic suggesting that this is
a better model.

10.4 Probit regression

The logit link function is only one of the possible link functions that we can
use with Binomial data. It is commonly used in medical applications as it
has a log-odds interpretation. By this we mean that the exponential of any
coefficient of a variable with a fixed effect () may be interpreted as an odds
ratio, representing the multiplicative effect of a one unit increase in = on
the odds of the outcome (if x is continuous) or the odds relative to those
for the reference category (if z is a dummy variable). For example the odds
of using contraception for a woman with one child (using our last model)
are e"157 = 3.18 times the odds of using contraception for women with no
children assuming all other factors are constant. This is particularly used in
medical applications where the response is mortality or infection, and so we
can then work out the relative odds of death or infection for two different
subsets of the data.

Another popular link function is the probit link, which is the inverse cumu-
lative density function of the Normal distribution. This link is often used for
economics applications although, as with the logit, it can be used in many
application areas. One important advantage of the probit both in terms of
MCMC algorithms and interpretation is that we can think of our response as
a threshold from an underlying (unknown) continuous response. This inter-
pretation of a binary response can be used with any link function, but when
used with the probit link the unknown continuous response is then Normally
distributed.

To illustrate this threshold idea, consider an exam that is marked out of 100.
(Note that marks out of 100 are not continuous data but are often treated
as Normally distributed and are a better approximation to continuity than
a pass/fail response.) Then a pass mark may be set at 50 and our response
will be whether an individual student passes (gets 50 or above) or fails (gets
below 50). So our observed response is the pass/fail indicator but this is
really a surrogate for the more informative (unknown) response, which is the
actual mark. The hope is that predictors related to the mark out of 100
will also have a similar relationship to the pass/fail response. Of course in
certain situations, for example mortality, it is difficult to think of a continuous
predictor which is underlying the 0/1 response (it is hard to rate people as
being more dead than each other) but we can still use the threshold idea.

The threshold idea goes back a long way in the statistics literature but has
been used recently in conjunction with the Gibbs Sampler by Albert & Chib
(1993) using a data augmentation algorithm (Tanner & Wong, 1987).
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The idea then proceeds as follows: Let us assume we have a binary vari-
able y; collected for several individuals ¢, that is a thresholded version of
an (unknown) continuous Normally distributed variable y}. Now if we knew
the value of y; then we could fit the standard Gibbs sampling algorithm for
Normal response models. So we add an extra step into the Gibbs sampling
algorithm and generate y; at each iteration from its conditional posterior dis-
tribution which is a truncated Normal distribution with mean (in the single
level case) XB and variance 1. The truncation point is zero and if y; is 0, y;
has to be negative and if y; is 1, y; has to be positive.

Then with the augmented dataset of y generated, the other parameters can
be updated as in the Normal models discussed in earlier chapters. It should
be noted that this model can also be updated using Metropolis sampling as
with the logistic regression model but the Gibbs sampling algorithm is faster
and produces less correlated chains (as shown later). Albert & Chib (1993)
also give an approximate Gibbs algorithm for the logistic regression model
that uses a t distribution with 8 degrees of freedom as an approximation to
the logistic distribution but this has not been implemented in MLwiN.

10.5 Running a probit regression in MLwiN

We will now fit the last model with random coefficients for urban using a
probit link rather than a logit link. To do this we need to do the following:

By default MLwiN picks univariate Metropolis Hastings for all non-Normal
response models. We will therefore need to change estimation method to
Gibbs Sampling.

The window will then look as shown below. Note that MLwiN has realised
that it is possible to use Gibbs sampling for this model.
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Advanced MCMC Methodology Options E
Estimation Method
Fixed Effects
() Gibbs ® Univarate MH (O Multivariate MH

Random Effects (Residuals)
) Gibbs ® Univariate MH (O Multivariate MH

Higher Level Varance Matrices
Updated by Gibbs sampling.

Level 1 Varance
Level 1 Varance fised in non-Nomal

Metropolis-Hastings settings

Scale factor for proposal variances 5.8 2| /block dimension.

Use adaptive method

Desired acceptance rate(%) 500 2 Desired tolerance(%) 10.0 z
MH Cycles per Gibbs iteration 1 z

| Reset || Done || Help |

If we now click on the Reset button then MLwiN will choose Gibbs sampling
(alternatively simply click on the two Gibbs buttons).

If we now run the model by clicking on the Start button, you will notice
that we get the message ‘Burning In...’. This is because we are running
Gibbs sampling and there is therefore no need to run an adapting period.
The following table gives point estimates and effective sample sizes for runs

of 5,000 iterations using both Gibbs and Metropolis sampling for this model.

Parameter | Gibbs ESS (Gibbs) | Metropolis | ESS(MH)
Bo -1.039 (0.099) | 683 -1.048 (0.099) | 60
B4 -0.016 (0.005) | 1888 -0.016 (0.005) | 275
Ba 0.683 (0.097) | 1770 0.692 (0.100) | 199
B3 0.823 (0.106) | 1734 0.830 (0.108) | 176
Ba 0.810 (0.111) | 1584 0.820 (0.108) | 93
Bs 0.501 (0.109) | 580 0.505 (0.109) | 96
Qoo 0.155 (0.050) | 769 0.159 (0.051) | 182
ooy 20.160 (0.067) | 518 20.171 (0.066) | 141
Quss 0.267 (0.118) | 414 0.281 (0.111) | 124
Time 52s 107s

From the table we can see that the Gibbs sampler is not only faster but
also produces larger effective samples due to less correlation in the chains it
produces. We have however roughly the same estimates for both methods.

If we look at the DIC diagnostic for the probit model we see the following:

Dbar | D(thetabar) pD DIC
2328.19 2271.86 | 56.33 | 2384.53 | (probit)
2328.93 2272.31 | 56.62 | 2385.56 | (logit)
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Here there is very little to choose between the two link functions. It is
also possible to use a third link function, the complementary log-log link,
with Bernoulli models but this will not be considered here. Note that the
Gibbs sampler cannot be used with the probit link when the response is a
proportion.

10.6 Comparison with WinBUGS

Binomial response models can be fitted by other MCMC samplers, for exam-
ple In earlier versions WinBUGS used the Adaptive Rejection (AR) sampling
algorithm (Gilks & Wild, 1992). It is often interesting to compare the perfor-
mance of the various samplers, both in terms of their speed and the autocor-
relation in the chains they produce. In the above probit regression example
we saw that the data augmentation Gibbs sampler approach was better both
in terms of run length and chain correlation than the Metropolis algorithm.
This is not however the case when we compare the Metropolis algorithm with
the AR algorithm for logistic regression models, as the Metropolis algorithm
is usually quicker and so we have to balance greater speed against higher
autocorrelation.

We will illustrate this on a simple random slopes logistic regression model.
We will clear the current probit regression and set up a model with just an
intercept, age as a fixed effect and random effects for the districts.
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The model when set up will look as follows:

use,; ~ B'momial(denombg, ;rrg)
lﬂgit(;try) = ﬁojcons + B, age;

ﬁo,f =By + Uy,

(1934 of 1934 cases in use)
UNITS:
district: 60 (of 60) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store  _

We will firstly run IGLS and set up the model for WinBUGS.

We will assume that you have read Chapter 7 and so are familiar with the
basic functionality of WinBUGS. We now need to start the WinBUGS pro-
gram and load the file bang.bug as a text file from the directory it has been
saved. Note that again we will need to change the Files of type box to
All files (*.*) to see the file bang.bug. When the file is loaded the model
definition will look as follows:

#WINBUGS 1.4 code generated from MLwiN program

#--—-MODEL Definition----------------
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model

{

# Level 1 definition

for(i in 1:N) {

use[i] ~ dbin(p[i],denom[i])
logit(p[i]) <- betal1l] * cons[i]

+ beta[2] * agel[il

+ u2[district[i]] * cons[il

}

# Higher level definitioms

for (j in 1:n2) {

u2[j] ~ dnorm(0,tau.u2)

}

# Priors for fixed effects

for (k in 1:2) { betalk] ~ dflat() }
# Priors for random terms
tau.u2 ~ dgamma(0.001000,0.001000)
sigma2.u2 <- 1/tau.u2

}

Here we see that our response variable use is defined as Binomially dis-
tributed and is related to the predictor variables via the logit link function.
We will need to repeat the set up procedure that we used in Chapter 7 for
the Normal response model:

This will have set up our model and we can now pick our parameters to store.
Before we do this we will introduce an interesting feature of WinBUGS not
mentioned in Chapter 7. If we wish to find out which methods WinBUGS is
using to fit the various components of the model we have defined we can use
the Node Info tool available from the Info menu.

If we then type our node name, for example beta, into the node box on this
window we can then hit the method button and get the method used in the
log window, depending on your defaults you may get:

beta[1] UpdaterGLM.LogitUpdater

This can be translated to mean that both the fixed effects are being up-
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dated using a multivariate Metropolis update using the method developed
by Gamerman (Gamerman, 1997). As an aside and in case you do not see the
above method WinBUGS currently offers an alternative rejection sampling
method. In what follows we will use the Gamerman method but to change
to single site you would need to do the following (if you do these instruc-
tions you will need to switch back to the Gamerman method to get the same
estimates later) :

Upon asking for methods for beta you would then see

betal[1l] UpdaterRejection.Logit
beta[2] UpdaterRejection.Logit

Finally in version 1.3 of WinBUGS the default estimation method was dif-
ferent again and you would see:

beta[1l] UpdaterDFreeARS.StdUpdater
beta[2] UpdaterDFreeARS.StdUpdater

This can be translated to mean that both the fixed effects are being updated
by the standard Adaptive Rejection sampler (Gilks & Wild, 1992).

If on the other hand we type the node name tau.u2 into the node box and
hit the method button we will get in either version:

tau.u2 UpdaterGamma.Updater

This is because the precision parameter, tau.u2, is being updated using
Gibbs sampling from a Gamma full conditional distribution.

We now need to tell WinBUGS which parameters we wish to store.
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We have now set up the burn-in of 500 iterations to give a similar burn-in
to MLwiN. We have also stated the parameters we wish to store. To run the
updates we need to use the update window:

We now need to wait a few minutes for WinBUGS to run. On a Pentium
1.8GHz machine the updates take 79 seconds. In order to measure the effi-
ciency of the sampler we will import the chains back into MLwiN and look
at the effective sample size (ESS) measure. To do this we need to do the
following;:

Having saved the two files for the fixed effects we can return to MLwiN and
use the Save/Load BUGS files window (available from the Model menu)
we used earlier to input the data.
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This will store beta[l] in column ¢300 and beta[2] in column ¢301 and
rename the columns accordingly. We can now look at the diagnostics for the
two parameters via the Column diagnostics window:

Caolumn v
Popty | [ Done || hep |

The diagnostics will then appear as shown below. Here we see that the
effective sample size for f; is 1099 for this sample of size 5,000 due to the
autocorrelation in the chain. We can repeat this procedure for 5, and also we
can save the chains for 02 and find its effective sample size. The information
for all these parameters will be summarized in the table at the end of this
section. Note here that the subscript numbering starts from 1 whilst in
MLwiN it starts from zero.

4 Ly
BsET Ty

A
g % ¢
-1
!

gy

Accuracy Diagnostics
Raftery-Lewis (quantile) - Nhat = (11472.8550 )
when q = (0.025,0.975 ), r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 5442
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
Column : beta[1]  posterior mean = -0.542 (0.003) SD = 0.084 mode =-0.542
quantiles - 2.5% = -0.710, 5% =-0.680, 50% =-0.542. 95% =-0.403, 97.5% =-0.375
000 2 fterati i tteration. Effective Samole Size (ESS) = 1099,

0 actual rter ¥ VETY

We can now run the same model using Metropolis sampling in MLwiN. The
model should currently be set up and MCMC should already be selected and
so all we need to do is start the estimation. MLwiN does not by default give
a timing estimate so you will need to time estimation via a stopwatch. It is
best to close all windows to optimise the speed of execution
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For this example the estimation took 12 seconds on a 1.8GHz Pentium. We
can now get effective sample sizes and other information from the MCMC
diagnostics window.

e Select Trajectories from the Model Menu.
e Click in the f, trace graph box.
e Select Yes in the Calculate MCMC Diagnostics? box.

The diagnostics for 5y using Metropolis sampling will then be displayed as
shown below. Here we have higher autocorrelation and so we see that the
effective sample size is only 185.

MCMC Diagnostics - fixed : cons EE.

P e e

& gzg
L = L — — 2
Accuracy Diagnostics
Raftery-Lewis (quantile) - Nhat = (2776722359 )
when g =(0.025,0.975 ), r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 22589

when k = 2 sigfigs and alpha = 0.05

sy y % g4

Summary Statistics
param name : §,  posterier mean = -0.540 (0.005) SD =0.089 mode =-0.531
quantiles : 2.5% =-0.724, 5% =-0.692. 50%=-0537, 95%=-0.399. 97.5% =-0.371
S iterati 1 rerv fteration. Effective Samole Size (ESS) = 185.

The results from the two methods can be seen in the following table. The
worst mixing parameter is the intercept () and to get an effective sample
size of 5000 will take 8 + (5000/1099)x 71 seconds = 5 minutes 31 seconds
using the Gamerman algorithm while Metropolis will take 3 4+ (5000/185) x
9 = 4 minutes 6 seconds. This means that even though the Gamerman
algorithm produces a less correlated chain, Metropolis is sufficiently quicker
to give an effective sample of 5,000 in less time.

Parameter | Gamerman | ESS | Metropolis | ESS(MH)
Bo -0.542 (0.084) | 1099 | -0.540 (0.089) 185
B 0.009 (0.005) | 4929 | 0.009 (0.005) 1209
o2 0.265 (0.084) | 1221 | 0.273 (0.092) 433
Time
Adaptation 8s 3s
and burn-in
Chain 71s 9s
Total 79s 12s
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So we see that here it appears that Metropolis sampling in MLwiN is better
for this random effects logistic regression model. Browne & Draper (2000)
showed similar results for a couple of random effects logistic regression mod-
els. It is however not guaranteed that this will be true for all models. The
Poisson models discussed in the next chapter seem to give highly correlated
chains using Metropolis or rejection sampling and they may be models that
it makes more sense to fit using the Gamerman algorithm in WinBUGS.

You may want to test the other models fitted in this chapter using WinBUGS,
and so we have one word of warning regarding variable names. MLwiN allows
virtually any string to represent a column and hence a variable name, for
example we have a variable in this chapter called three+kids. WinBUGS
however would interpret this literally as two variables called three and kids
and would therefore give an error as these variables are not defined in the
data section of the code. The WinBUGS interface code therefore strips out
such characters so it is worth checking exactly what the variables have been
called in your code. It is also therefore sensible to avoid variables that include
any of the following symbols: +,-*,/,".(,),] and |.

Chapter learning outcomes




Chapter 11

Poisson Response Modelling

In the last chapter we considered the modelling of binary outcome data. In
that case for every individual our response is coded either as a zero or a
one, where the meaning of the two states is dependent on the application.
For example we may have pass or fail in education applications or presence
or absence of a disease in medical applications. Often when large datasets
are collected, the response variable (zero or one) may be available at the
lowest (individual) level but all other information is collected at a higher
level for example at an area level. Then rather than fit a Bernoulli model for
the individual responses we may instead either fit a Binomial model for the
proportions in each area or a Poisson model for the counts in each area.

In this chapter we will consider fitting models to count data and we will
look at a particular example from the public health literature of counts of
malignant melanoma mortality in the European community from 1971 to
1980 relating them to exposure to ultra-violet radiation (UVB). This dataset
has been investigated more thoroughly in Langford et al. (1998).

The dataset can be found in the MLwiN directory and is called mmmec.ws.

e Select Open Sample Worksheet from the File menu.

e Select mmmec.ws and click on Open.

The summary of the data will then be displayed as follows:

Names [=]=]3

Column: Name Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate | Window: Used columns o Help

MName Cn n missing  min max categorical ~ description -~
naton 1 354 0 1 9 True Country identifier - a categorical variable with labelled categories
regon 2 354 0 1 73 False Region {within country) identifier
couty 3 354 0 1 385 False County {within region) identifier
obs 4 354 0 0 313 False MNumber of male deaths due to malignant melanoma between 1571 and 1980
0
0
0

Exp 5 354 0.69 25886 False Expected number of deaths - proportional to the county population
cons & 354 1 1 False Constant {= 1)
uvbi 7354 -8.9002 13359 False County4evel measurement of UV B radigtion (certred on the mean) hd

The data have been collected at a county level and the response variable, obs,
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consists of the observed count of male deaths from malignant melanoma over
the ten-year period. There are 354 counties from which the counts have
been taken and these counties are taken from 78 regions in 9 countries in the
European Community giving us a 3-level structure. We have one predictor
also recorded at the county level and this is uvbi, which is the (centred)
measure of UVB dose that reaches the earth’s surface in each county.

Although the data collected are counts of the number of deaths in each
county, counties vary in terms of size and number of years in which the
data were collected. Therefore if we do not account for these differences in
some way any effects we see in our model may actually be picking up the
differences in person-years of exposure between the different counties rather
than the effects of interest. Commonly therefore in Poisson modelling, the
expected counts (exp in our worksheet) for each region are calculated. These
assume that every individual has the same underlying mortality rate and so
the values of exp are directly proportional to the person-years of exposure.

As with the Binomial model we need to include a link function to translate
the count data to the whole real line. As count data is not restricted to the
range 0-1 we do not use the logit link but instead use the log link which will
translate the positive counts to values on the whole real line. As we wish to
consider (relative) rates rather than counts we need to use a function of the
form:

log(m;/ exp;) = f(predictors) where y; ~ Poisson(;)

Here y; is the observed count, which is assumed to be Poisson distributed

with mean parameter m;. Note that we can rewrite this equation as:
log(m;) = log(exp;) + f(predictors)
The first term on the right is an offset, a known quantity which is to be

included in the equation, and so in MLwiN we can now create the log of the
expected counts by doing the following:

e Open the Command interface window from the Data Manipu-
lation menu and enter the following commands:

» calc c9 = loge('exp')
» name c9 'logexp'
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11.1 Simple Poisson regression model

Now that we have created our offset term we are ready to fit our first Poisson
model. We will first fit a single level model that accounts for our main
predictor of interest, UV exposure. The model can be set up as follows:

The above commands have set up the response variable, its distribution and
the hierarchical structure of the dataset. Note that even though we will
firstly fit a single level model we still define the whole three level structure.
We now need to set up the offset and predictor variables:

Note that the last three commands set up the default quasi-likelihood method
that we will use to get starting values. We can now run the model using
MCMC after, as usual, first running IGLS.
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After running the adapting period the 50,000 iterations should run in a couple
of minutes. We have increased the monitoring length here because, as we will
see later, the models we fit to this dataset produce parameter chains with
high autocorrelations. We will talk briefly at the end of this chapter about
other MCMC methods that aim to avoid this problem and we will return to
this issue in chapters 23 and 25.

After the 50,000 iterations have completed the Equations window should
look as follows (Note that you may have to press the Estimates and +
buttons on the Equations window to get exactly this display):

obsy.k ~ Poisson(;rryk)
log(;rrgk) = logexpgk +-0.070(0.011)cons + -0.057(0.003)uvbi§k

var(obsgkkry.k) =Ty

Deviance(MCMC) = 3449.499(354 of 354 cases in use)

Mame + - AddTerm Estimates MNonli Clear MNotati Resp Store Help Zoom 100

Rather surprisingly we see that increased UV exposure is associated with a
reduction of incidence of melanoma. We will try to explain this by account-
ing for the hierarchical structure in the data later. The DIC diagnostic is
available for Poisson models. Here the deviance takes the following form:

D=2 Z (y; log % — yi+e%),  where 6; = log(exp;) + f(predictors)
- e

If we were to look at the DIC diagnostic available from the MCMC entry
in the Model menu we will then see:

Dbar | D(thetabar) | pD DIC
3449.50 3447.55 | 1.95 | 3451.45
3953.36 3952.35 | 1.01 | 3954.37 | (Without UVBI for comparison)

Here we see that the diagnostic picks up the fact that there are 2 parameters
in the model. We also see that adding UV exposure greatly reduces the
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DIC value suggesting this is a much better model than assuming a common
mortality.

We can also look at the diagnostics for the UV effect:

The diagnostics will then appear as follows:

o
-

5 £

. 8 @™ g
|

==
- B = = " 7 = = = E3 z H i ¥ ]
Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (1342015262 )
when q = (0.025,0.975 ), r =0.005 and s = 0.95
Brooks-Draper (mean) : Nhat =587

when k = 2 sigfigs and alpha = 0.05

v Pipue .

Summary Statistics
paramname : £, pesterior mean =-0.057 (0.000) SD =0.003 mede =-0.057
quantiles : 2.5% = -0.062, 5% =-0.061, 50% =-0.057, 95% =-0.033, 97.5% =-0.052

00 actual fferations storine everv jteration Effective Sammle Size (ESS) = 9124,

We can see that in this simple model the autocorrelations are fairly small and
we did not really need to run for 50,000, although we will for later models. We
will now look at including some of the geographical structure in the model.

11.2 Adding in region level random effects

The single-level Poisson regression model assumes that the mortality rate is
only dependent on the UV exposure of the county and that this relationship
is the same for all regions. We can extend a Poisson model to a random
effects Poisson model in the same way as for Normal and Binomial response
models, by allowing a random effect for each higher level unit, in this case
region:
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When the estimation has finished we get the following estimates:

obsyk ~ Poisson(;rryk)
log(;rry.k) = logexpy.k + ﬁojcons + -0.035(0.010)uvbi§k
ﬁo; =-0.145(0.052) + U

[”(yk ~N(, ) : Q= [0.179(0.034)]

var(obsgkkry.k) =Ty

Deviance(MCMC) = 2041.479(354 of 354 cases in use)
UNITS:

region: 78 (of 78) in use
Mame + - AddTerm Estimates MNonli MNotati Responses Store Help Zoom 100

Here we see that there is a large variation between the regions and that this
variation has reduced the negative effect of UV exposure from —0.057 to
—0.034 but that the effect is still significant. If we were to calculate the DIC
diagnostic for this model we will get:

Dbar | D(thetabar) pD DIC
2041.48 1971.09 | 70.39 | 2111.87

This is a huge reduction in DIC showing that this model is a much better
fit to the data. The 78 regions are represented by 70.39 effective parameters
showing that the region terms are important in the model. Looking again at
the diagnostic plots for the uvbi predictor we see:
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MCMC Diagnostics - fixed : uvbi EE.

=
=

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (53095,58988 )
when q =(0.025.0.975 ). r=0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 134493

when k = 2 sigfigs and alpha = 0.05

A P opp -8 28 6 ¢

Summary Statistics
param name : §,  posterior mean = -0.035 (0.000) 8D =0.010 mode =-0.033
quantiles : 2.5% =-0.054, 5% =-0.051. 50% =-0.035, 95% =-0.018. 97.5% =-0.015

5 fterati i rerv fteration. Effective Samole Size (ESS) =384,
Update Diagnostic Settings Help

Here the autocorrelations in the chains are much higher so we this time
do need to run for 50,000 iterations. (In fact the Raftery-Lewis diagnostic
suggests running for slightly longer.) This is, however, not a problem as
50,000 iterations only takes a couple of minutes to run.

Of course our data structure has an additional level of stratification in that
each region is in one of nine countries. We will next consider how to fit these
in the model.

11.3 Including nation effects in the model

We will consider two ways of fitting the effects for the nine EU nations into
our model. Firstly we will consider fitting nation as random effects in our
model. This will mean that our predicted mortality rates will be comprised
of a fixed effect for UV exposure and random effects for both the region and
nation in which the county lies.

Change Estimation method to IGLS.

In the Equations window click on /3, (cons).

Click in the (k)nation tick box.

Click on the Done button.

Click on the Start button to obtain the IGLS estimates.
Change Estimation method to MCMC.

Click on the Start button.

After estimation, if we firstly look at the DIC diagnostic for this new model
we get:
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Dbar | D(thetabar) pD DIC
2039.98 1978.83 | 61.15 | 2101.13
2041.48 1971.09 | 70.39 | 2111.87 | (without nation effects)

So at first glance our new model has a reduction of DIC diagnostic of about
10 points so is a better model. However if we look at the constituent parts
we see that the new model has a worse fit (measured by D(thetabar)) even
though it has more parameters! You may be wondering then why the DIC
diagnostic thinks that we have a better model. This is because although we
have nominally more parameters, the random effects associated with region
are less important when the nation effects are taken into account and so the
effective number of parameters (pD) drops.

Looking at the Equations window we see that the variance between coun-
tries is four times the magnitude of the variance between regions but has a
large standard error. This may be due to the fact that we only have nine
countries in our dataset. It may therefore be more sensible to fit the nation
effects as fixed rather than random effects. To do this we will use the Add
term button on the Equations window:

Generally we add dummy variables and use one category, for example Bel-
gium, as a baseline. Here however we have removed the intercept and so can
estimate effects for all nine countries. The two model formulations are just
reparameterisations of each other and it happens that the parameterisation
with no intercept gives less correlated MCMC chains. We now need to fit
this model so:

After 50,000 iterations the Equations window will look as follows:
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obs,;, ~ Poisson(z,,)

log(;rryk) = logexpy.k + _0'025(0'012)UVbi';ik +-0.142(0.151)Belgium, + 0.439(0.081)W.Germany, +
0.660(0.150)Denmark, + -0.556(0.059)France, + -0.164(0.098)UK, +-0.079(0.091)Italy, +
-0.652(0.190)Ireland, + -0.051(0.313)Luxembourg, + 0.014(0.134)Netherlands, + Ugycons

[uojk ~N(O, Q) : Q= [0.052(0.012)]

var(obsykl;rryk) =My

Deviance(MCMC) =2039.492(354 of 354 cases in use)
UNITS:

region: 78 (of 78) in use
Mame + - AddTerm Esti Manlir Motati p Store Help Zoom 100

Here we see that West Germany and Denmark have the highest melanoma
mortality rates whilst Ireland and France have the lowest. A comparison of
the DIC diagnostic between the fixed and random effects models gives:

Dbar | D(thetabar) pD DIC
2039.49 1977.81 | 61.68 | 2101.17 | (fixed)
2039.98 1978.83 | 61.15 | 2101.13 | (random)

This shows that there is no advantage in treating the nine countries as ran-
dom effects as opposed to fixed. Note that although we have run for 50,000
iterations some of the parameter chains suggest, through the Raftery-Lewis
diagnostic, that we need to run for longer.

11.4 Interaction with UV exposure

We can extend our model further by removing the restriction that the effect
of UV exposure is constant across countries after accounting for country and
region differences. We can remove the UV term and instead fit separate UV
terms for each country. To do this we need to do the following:
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The window should now look as follows:

over 1%

wvariable
o | Olavmriosrons e
E— P

Done || Cancel

After 50,000 iterations we will get the following point estimates:

Obsgf}c ~ Poisson(;vrg.k)

1og(;rryk) = logexpyk +0.785(0.765)Belgium, + 0.493(0.126)W.Germany, + 0.434(0.685)Denmark, +
-0.592(0.055)France, + 0.621(0.216)UK, + 0.280(0.104)Italy, + -0.417(1.205)Ireland_+
14.580(8.872)Luxembourg, + -0.347(0.889)Netherlands, + 0.292(0.257)Belgium.uvbiyk +
-0.009(0.033)WGermany.uvbiy,k + -0.062(0.121)Denmark.uvbi§k +0.01 3(0.018)France.uvbi§k +
0.142(0.045)[]K.uvbiy.k +-0.087(0.01 6)Italy.uvb'1ﬁk + 0.022(0.243)Ireland.uvbigk +
6.353(3.8?2)Luxembourg.uvbivk + -D.113((].214)Neiherlands.uvbiyk + 1y cons

[u(yk] ~N(O, Q) : Q= [0.037(0.009)]
Va.r(obsgklrrgk) =T

Deviance(MCMC) = 2026.603(354 of 354 cases in use)
UNITS:

region: 78 (of 78) in use
Mame + - AddTerm Esti Monlir Clear I R Store Help Zoom 100 ©

So we now see that France still has a significantly lower mortality rate than
average, and Germany a significantly higher mortality rate (at average UVB
exposure for the dataset). Both the UK and Italy have significantly higher
rates than average (at average UVB exposure for the dataset) when the effect
of UV exposure is allowed to vary between countries. The UK has a signifi-
cant positive effect of UV exposure while Italy has a significant negative effect
of UV exposure. There may be many reasons for these findings, for example
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Italy only has values of UV exposure greater than 2 and so this will imply
that for the majority of Italians melanoma mortality is lower than average,
and the significant interaction will suggest higher rates of melanoma in the
north of Italy than the south. The UK by contrast always has negative values
of exposure (remember this variable has been centred) and so the positive
coefficient of the exposure in the UK suggests higher rates of melanoma in
the south of the UK. One (of many) possible reason for this may be that the
south is more affluent and so people there can afford more holidays in sunny
places. This is of course speculative and would require matching this dataset
with some economic data to back up this hypothesis. It is worth noting here
that these interpretations rely on the fact that our offsets are the logs of the
expected counts for each region and other forms of offset for example the logs
of population size at risk will result in different interpretations.

We can compare this model with the last model via the DIC diagnostic.

Dbar | D(thetabar) pD DIC
2026.60 1964.45 | 62.16 | 2088.76
2039.49 1977.81 | 61.68 | 2101.17 | (no interaction)

Here we see that the DIC diagnostic is again reduced, showing that fitting
separate UV effects for each country was a good idea.

11.5 Problems with univariate updating Metropo-
lis procedures

One note of caution should be made here. If we look at the diagnostic traces
for the parameters, for example f;, the effect for Belgium, (do this via the
Trajectories window) we will get the following:

MCMC Diagnostics - fixed : Belgium [=]=]]

bt gty

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (224703182742 )
when q = (0.025.0.975 ), r = 0.005 and s =0.95
Brooks-Draper (mean) : Nhat = 127738219
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name - f;  posterior mean = 0.785 (0.129) SD =0.765 mode = 1049
quantiles : 2.5% = -0.791. 5% =-0.562. 50% =0.866. 95% =1.902, 97.3% = 2.096

5 jterati ing everv iteratjon. Effective Samole Size (ESS) = 38,
Update Diagnostic Settings Help
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As we can see from the ACF graph this trace is very highly correlated and
there is no way that we can be confident of the estimates that the MCMC
method has produced. All the Poisson models in this chapter can also be fit-
ted in WinBUGS, which will use the Gamerman method described in the last
chapter instead of the Metropolis sampler used here. Although generally the
Gamerman method produces less correlated chains, for this model the chains
produced are also highly correlated. For brevity we omit the WinBUGS
analysis here.

A reason for the high autocorrelations is that the parameters in the model
are themselves highly correlated. We will revisit this example in chapter 23
to see if we can reparameterise the model to improve the mixing.

We ran the same model for 500,000 iterations using a thinning factor of 10
and got the following estimates:

Equations EE.

obsgk ~ Poisson(yrgk)

log(;ry.k) = logexpy.k +0.712(0.718)Belgium, + 0.482(0.122)W.Germany,_ + 0.360(0.841)Denmark, +
-0.594(0.055)France, + 0.625(0.207)UK, + 0.280(0.104)ltaly, + -0.462(1.240)Ireland, +
16.536(14.104)Luxembourg, + -0.403(0.850)Netherlands, + 0.268(0.242)Be1gium.uvbiy.k +
-0.012(0.033)\\7.Germany.uvbiyk + -0.075(0.148)Denmark.uvbiyk +0.013(0.0 18)France.uvbigk +
0. 144(0.043)UK.uvbiUk + -0.087(0.016)I‘raly.uvbig.k + 0.014(0.250)Ireland.uvbiyk +

7.214(6.155)Luxembourg.uvbiy.k +-0.126(0.204)Netherlands .uvbig.k + gy cons
[1:] ~N0. @)+ @,=[0.03700.009)]
var(obsy.khry.k) =Ty
Deviance(MCMC) = 2027.562(354 of 354 cases in use)

UNITS:

region: 78 (of 78) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

These estimates are fairly similar to those found in the User’s Guide to
MLwiN using quasi-likelihood methods, which is reassuring. If we look in
particular at the parameter trace for 3; we see:
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MCMC Diagnostics - fixed : Belgium (===

o

i

= Accuracy Diagnostics

. Raftery-Lewis (quantile) : Nhat = (391530,530100 )
= when q = (0.025,0.975 ). r = 0.005 and s = 0.95

= Brooks-Draper (mean) : Nhat = 12878598

when k = 2 sigfigs and alpha = 0.05

Summary Statistics

param name : f;  posterior mean=0.712 (0.013) SD =0.718 meode =0.737
quantiles : 2.5% =-0.677, 3% =-0.478, 50%=0.719, 95% =1860, 97.53% =2.114

5 iterati i verv . Effective Sample Size (ESS) = 282.
Update Diagnostic Settings Help
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which is a great improvement. The DIC diagnostic is also affected by running

the chain for longer here we see:

62.80 | 2090.37 | (after 500,000)

Dbar | D(thetabar) | pD DIC
2027.56 1964.76
2026.60 1964.45

62.16 | 2088.76 | (after 50,000)

so our model with interactions is marginally worse than we thought after

50,000 iterations.

Chapter learning outcomes

* How to fit Poisson response models.

* How to fit an offset term in MLwiN.

* How to fit main effects and interactions in Poisson models.
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Chapter 12

Unordered Categorical
Responses

In Chapter 10, we considered fitting models to datasets where the response
variable took two possible states, which were classed numerically as 0 and 1.
In the example we looked at the two states were whether or not a woman
uses contraception in a dataset of Bangladeshi women who took part in the
1988 Fertility survey. The case of binary responses is in fact the simplest
case of two possible families of models that we can use when we have 2 or
more possible states or categories for a variable.

In this chapter we will consider the case of unordered categories and in Chap-
ter 13 we will look at the alternative extension of binary responses to ordered
categorical models. Generally whether a response should be fitted as ordered
or unordered is obvious from its definition, however there are some grey areas.
For example in voting datasets where there are more than 2 possible parties
that voters can vote for we would typically treat the parties as unordered
categories. However an alternative in the UK would be to consider three
(ordered) categories: Conservative, Labour and Other where Other is
assumed to lie between the first two.

In this chapter we are going to consider another subset of the Bangladeshi
Fertility survey of 1988 where we know not only whether the individual
women used contraception but for the women who did we know the method
they used. This subset of the dataset is found in the worksheet bang.ws.
This dataset has also been investigated in the latest version of the User’s
Guide to MLwiN and here we will generally consider using MCMC for the
same models.

e Select Open Sample Worksheet from the File menu.
e Select bang.ws from the list of worksheets.

e Select Open.

173
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The Names window will then look as follows:

Column: Name Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate | Window: Used columns © Help

missing  min  max 1
7] 2887, False . Mdentifying code for sach woman flevel 1 unit)
False Identifying code for each district (evel 2 unit)
False Contraceptive use status at a time of survey (1 = using contraception, 0 = not using contraception)

True Contraceptive use status and method (1 = Sterilization, 2 = Modem reversible method, 3 = Traditional method, 4 = Not using contraception)
True Number of living children at time of survey (0 = None, 1= 1 child, 2 = 2 children, 3 = 3 or more children)
4 False Age of woman at time of survey (in years), centred on the sample mean of 30 years

Tue Womans level of education {1 = Mone, Z = Lower pimary, 3 = Upper pimary, 4 = Secondary+)
False Womans religion (1 = Hindu, D = Muslim)

False Proportion of women in district who are literate

False Proportion of Muslim women in district who pray every day (a measure of religiosity)

False constant vector (=1)

0
1
o
-1
o False Type of region of residence {1 = Urban, 0 = Rural)
1
o
0
0.
1

In this subset of the dataset we have in the column use whether or not a
woman uses contraception and then in the column use4 a categorisation of
the type of contraception used. The categories for the variable are

1. Sterilization of the woman or her partner.
2. Modern reversible methods.
3. Traditional methods.

4. Not using contraception.

We will be treating the four categories as unordered although there is a
vague ordering in terms of effectiveness of preventing pregnancy of the four
categories. This subset of the Bangladeshi dataset shares the majority of its
predictor variables with the subset used in Chapter 10 and we will here only
consider a few of these variables in our modelling.

To motivate multinomial modelling we will firstly look at the distribution of
the used4 variable via the Tabulate window.

This will run the TABUlate command and give the following results:

1 2 3 4 TOTALS
N | 302 | 555 | 282 | 1728 | 2867
% | 10.5|19.4 | 9.8 | 60.3 | 100.0

Here we see that 60.3% of the women do not use contraception, whilst of
those that do roughly half use modern reversible methods.
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12.1 Fitting a first single-level multinomial
model

The simplest multinomial model we can fit would simply encapsulate the
information in the above tabulation. If we let the probability of an individual
i having response r be WZ(T) = Pr(y; = r), then following on from the binary
response case we assume that one of the categories is the reference category
(0 in the binary model). Then in the multinomial logistic model we construct
a model that compares each of the categories with the baseline category. For
example with ¢ categories and category ¢ as the baseline:

(r)
log <7th)> = (X;B)™, r=1,...,t—1

™

We therefore have ¢t — 1 equations each of which is equivalent to a binary
response model comparing the probabilities of each category with the base
category. Here X () is a set of predictor variables that may be common for
each equation or may be different. The corresponding coefficients 3" are
unique coefficients for the rth equation. Although the 3 are themselves not
particularly meaningful to interpret, it is often preferable to calculate (for
given predictor values, X;) the predicted probabilities for the ¢ categories.
These are constructed as follows:

r XZB ™)
#0 = (BT r=lt—1, 70 =1-Yx®

i t—1 R
1+ 3 exp((X,B)®) k=1
k=1

We will now construct a simple model that will recover the probabilities that
the TABUlate command gave us.

We will firstly need to set up the category names for the use4 variable.

e Select Names from the Data Manipulation menu.

e Click on use4 from the list and then the View button in the cate-
gories section.

e For the categories 1 through to 4 type in turn ster, mod, trad and
none.

The window should look as follows:

Set category names| = [ &

Edit OK Cancel

Name Code
ster 1
mod 2
trad 3

4

We will next click on the OK button and then set up the model in the
Equations window as follows:
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Next we need to define the denominator and the intercepts for each category:

The Equations window should now look (after pressing the + button twice)
as follows:

resp,; ~ Multinomial(cnnsj, er)
liofg(;rrlJif / Ji'.'4j) = ﬁOC{ms.sterg
log(:r:,J. / ;rr4j) = ﬂ]COIIS.m{)-dy.
la:}g(;'riiF / Jf4j) = ,6’2{:0115.11'311?

cnv(y%i,yrj) =- ;rrsjnrj/consj CSFT ;rrsj(l -:rg)f{:{ms. tS=1;

J
(8601 of 8601 cases in use)

Marme + - AddTerm Estimates Monlinear Clear Motation Responses Store  _

Here we see the three equations that relate the four categories. When se-
lecting multinomial modelling, MLwiN performs many data manipulation
operations behind the scenes to construct an expanded response variable
and to expand the predictors accordingly. This is a similar process to the
expansion in multivariate models that we will describe in Chapter 18.
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The Data window looks as follows:

resp_indicator(8f woman_long(86( cons ster(8601) cons.mod(8601) cons.trad(8601)
1.000 1.000 0.000 0.000
1.000 0.000 1.000 0.000
1.000 0.000 0.000 1.000
2,000 1.000 0.000 0.000
2,000 0.000 1.000 0.000
2,000 0.000 0.000 1.000
3.000 1.000 0.000 0.000
3.000 0.000 1.000 0.000
3.000 0.000 0.000 1.000

[ = o T I = S I T R

Here we see that for each observation in the original dataset we have 3 records
in the new dataset, one for each category (excluding the base category). The
resp column transforms the response from a number between 1 and 4 to
three binary indicators. The resp_indicator column simply identifies each
indicator with a category. The woman _long column identifies the individual
woman for each record and the remaining 3 columns give the three intercept
terms.

If we now wish to fit this first model using MCMC we need to do the following:

The model will now be run using MCMC and after a few minutes we should
get the following estimates (after pressing the estimates button twice):
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resp, ~ Mult:inomial(consj, ;rrg)

lﬂg(rrlj / ;rr4j) = -1.745(0.064}c0ns.stery
log(;'r:,; / ;rr4j) = -1.138(0.051)c0ns.m0d?
L:J'g(;rr3j / ;rr4j) =-1.81 5(0.062}c0ns.trady

cov(y%i,yg) =- Jrgnyjconsj ISFET ;rrsj(l -;rrr_,f)uf{:mlsdiF tS=1;

Deviance(MCMC) = 6242.869(8601 of 8601 cases in use)

Mame + - AddTermn Estimates Monlinear Clear Motation Responses Store

Here we see that the three intercepts are all negative which shows that all
these three categories are less likely than the base category. To convert to
the underlying probabilities we can use the equations earlier and the CALC
command in the Command Interface window available from the Data
Manipulation menu. For the probability of using sterilisation predicted by
the model we have:

which gives 0.10534. Similarly for the modern and traditional methods we
have

which give 0.19329 and 0.098217 respectively. So we see that the model
returns exactly (apart from rounding errors) the probabilities that we got
through the TABUlate command earlier. Of course this model is the sim-
plest we could fit and now we can add more predictors and levels to the
model.

We will firstly however consider the DIC diagnostic, which we can also use
for multinomial models. For multinomial models the deviance formula is
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t

D=2 3 1w = )

i j=1

where /() is an indicator function which returns 1 if the condition is satisfied
i.e. if individual ¢ uses method j. 7%1.(’ ) is the estimated probability of being
in category j for individual 7. This means that the MCMC engine in MLwiN

calculates the estimated probabilities as part of the DIC diagnostic command.

The output can be seen below:

Dbar | D(thetabar) | pD DIC
6242.87 6239.80 | 3.07 | 6245.94

Here we can again see that the DIC picks up the correct degrees of freedom.
We can now consider adding in predictor variables and see if they produce a
better model via the DIC diagnostic.

12.2 Adding predictor variables

In Chapter 10 we discovered that, for the subset of the Bangladeshi dataset
used there, the number of living children a woman had increased her chances
of using contraception. If we now consider this predictor in the multinomial
example, we can look at the effect of the number of children on each of the
three types of contraceptive use.

As there are four categories of number of living children and four categories
of contraceptive use, the above commands will add (4 —1) x (4—1) = 9 fixed
effect parameters. To run the model using MCMC we now need to do the
following:
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After a few minutes the model runs and gives the following estimates:

resp, ~ Multinomial(consj, ;rry.)

log(;rrlj / ;rr4j) = -3.972(0.275)c0ns.ster§ + 2.278(0.314)1c1.ster§ +
2.741(0.307)1c2.stcr§ + 2.664(0.287*’)11::3p1us.st1.=:rgif

log(;rr?J / ;rr4j) = -1.477(0.093)cons.m0d§ + 0.751(0.135)1c1.m0d§ +
0.695(0.150)lc2.m0-dy + 0.211(0.126)lc3plus.m0dy

log(;rr3j / ;rr4j) = -2.584(0.148)cons.iradg + 0.735(0.222)1c1.irad§ +
1.052(0.208)1c2.lrady. + 1.095(0.170)1c3p1us.lrad§

cov(yy,yrj) =- ;rrgng/consj TSET ;rrg(l -:rg)f'consj Is=T;

Deviance(MCMC) = 6039.556(8601 of 8601 cases in use)
Mame + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100

Here we see that for all three types of contraception there is greater proba-
bility of usage if the woman has had some children although the pattern is
not the same for all methods. For the modern (reversible) method there is
greater probability of usage (as opposed to non-usage) in women with 1 or
2 living children and less probability for women with 3 or more children and
the least probability in women with no children. In contrast the probability
of using traditional methods increases with the number of living children.

The User’s Guide to MLwiN gives a macro for calculating the probabilities
for this particular model which essentially involves using a similar formula
that we used for the last model, so for example to calculate the conditional
probability of a woman with no living children using traditional methods we
have the following calculation

which gives a probability of 0.0571. In contrast for a woman with 2 children
the calculation is as follows:
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which gives a probability of 0.110.

As shown in the User’s Guide to MLwiN the TABUlate command can be
used to construct the counts and probabilities of each of the 16 categories in
a 2 way table of contraceptive use and number of living children. Then by
considering the particular row corresponding to the number of living children
we can construct the probabilities given by the model.

12.3 Interval estimates for conditional prob-
abilities

One of the advantages of MCMC methods is that as they are simulation-based
approaches we can construct interval estimates from the chains of values. We
can also, as we saw in Chapter 4, calculate interval estimates for any derived
parameters as well, for example the above conditional probabilities. MLwiN
stores the chains of parameter estimates stacked in column ¢1090 and so we
firstly need to split this column into 13 columns, 1 for each of the 12 fixed
effects plus one which contains a level 1 random effect that is constrained
to 1 at each iteration. Then the above calculations are carried out on the
columns rather than the point estimates. The following commands can be
typed in the Command interface window:

This will put chains of values for the two probabilities in columns ¢314 and
c315 and we can look at them using the Column Diagnostics window
available from the Basic Statistics menu as follows for the first probability
(of using traditional methods given the woman has no children):
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MCMC Diagnostics - prob1
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Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (37608.25797 )
when q = (0.025,0.975 ). r =0.003 and s = 0.95
Brooks-Draper (mean) : Nhat= 25231
when k = 2 sigfigs and alpha = 0.05

[EREN RN

= S ES 3 = = 3 = = =

Summary Statistics
Column - probl  posterior mean = 0.057 (0.001) SD = 0.008 mede =0.058
quantiles : 2.5% = 0.043, 5% =0.045, 50% =0.057, 95% =0.070. 97.5% = 0.072

5 iterati i rerv jteration. Effective Samole Size (ESS) = 140.
Update Diagnostic Settings Help

So here we have a 95% credible interval for the probability of between 0.043
and 0.072. Similarly for the probability of using traditional methods given
the woman has 2 children we get an interval of (0.084,0.140) as shown below:

MCMC Diagnostics - prob2 E@.

o ?ie

L* — ) ! e -
— Accuracy Diagnostics

- Raftery-Lewis (quantile) : Nhat = (9497.7675 )
L. when q = (0.025,0.975 ). r=0.005 and s = 0.95

= Brooks-Draper (mean} : Nhat=121

i e o] when k= 2 sigfigs and alpha = 0.03

Summary Statistics

Column : prob2  posterior mean = 0.111 (0.000) SD =0.014 mode =0.108

quantiles : 2.5% = 0.084, 5% =0.089, 50% =0.110. 95% =0.136, 97.5% =0.140

5 iterati i rerv jteration. Effective Samole Size (ESS) = 1296.
Update Diagnostic Settings Help

Finally if we now look at the DIC diagnostic we get the following:

Dbar | D(thetabar) pD DIC
6039.56 6027.92 | 11.64 | 6051.20 | (current model)
6242.87 6239.80 | 3.07 | 6245.94 | (without living children predictors)

Here we see that the DIC diagnostic picks up (approximately) that we have
added 9 parameters (11.64 — 3.07) and the DIC value has reduced by nearly
200 suggesting this is a much better model. We could of course now consider
some of the other predictors as we did in Chapter 10 but here we will move
on to consider adding random effects.
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12.4 Adding district level random effects

The Bangladeshi dataset contains two levels with women nested within dis-
tricts and so far we have assumed that the probability of using the various
types of contraception will be constant across districts. As we have 60 dis-
tricts we will treat the differences between districts as random effects. As
there are 3 contraceptive methods this will result in 3 sets of random effects.

In the User’s Guide to MLwiN it was pointed out that the estimates from 1st
order MQL estimation were often severely biased for multilevel multinomial
models so here we will move straight to 2nd order PQL estimation to get
starting values for MCMC.

After 11 iterations the model will converge to give the following estimates:
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Equations BE.

Tespy ~ Multinomial(consJ - ‘Tg-'}c)

log(rrljk/ ‘74,-k) :ﬂﬂkcons.stergk + 3.235(0.336)1c1.stergk + 3.827(0.339)1c2.s‘[er§k +2.796(0.3 l3)lc3plus.ster{jk
B =-4.230(0.319) + v,

log(rrzjk/ ‘T:yk) =,6‘1kcons.modgk +0.777(0. 143)lc1.moda.k + 0.807(0. 150)1c2.m0dyk +0.339(0. l30)1c3plus.mod#.k
B =-1.749(0.133) + v,

log(rrm/ ‘74,-,%) =,6‘2kcons.n‘ad§,.k + 0.748(0.336)101.‘a‘ad§,.k + 1. 153(0319)102.1:r'¢1d§,.’ic +1.193(0. l84)1<:3p1us.‘cradg.’ic
Boi =-2.724(0.179) + v,

Vo 0.544(0.155)
vi.| ~N©, Q) : @ =0.318(0.100) 0.395(0.107)
Yoy 0.253(0.099) 0.142(0.079) 0.331(0.112)

COV(}"sj‘kJ’rjk) =- xsj.grgk/consjk ISFET xsj.k(l -frrj.k)/consjk is=r1;
(8601 of 8601 cases in use)
UNITS:

district long: 60 (of 60) in use

woman_long: 2867 (of 2867) in use

Name + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100 -

If we now change estimation method to MCMC and press the Start button
we can compare methods:

Equations EE.

Tespy; ~ Multinomial(consj - 755-';;)

log(rrwf J'I4Jk) =ﬂ0kcons.stergk +2.294(0.3 13)1cl.sterg.k + 2.849(0.303)1c2.ster0.k + 2.807(0.284)1c3plu5.sterw
By =-4-220(0.275) + v,

log(rrzjk/ ‘74,-,%) :ﬂlkcons.modyk + 0.787(0.141)lc1.m0duk + 0.782(0.155)1c2.m0dyk + 0.306(0.128)1c3plus.modgk
B =-1.716(0.142) + v,

log(rraj.k/ 754,-,%) =,6‘2kcons.trad#.k + 0.?89(0.218)1c1.trad#.k + 1.135(0.215)1c2.1rad#.k + l.18?(0.186)1c3plus.trad#.k
B =-2.699(0.178) + v,

Vor 0.581(0.168)
vi| ~N@O. Q) : @ ={0.339(0.113) 0.433(0.121)
Vyy 0.277(0.110) 0.158(0.089) 0.374(0.123)

COV@"SJ-,@J’Q o= ?rsjgtgk/consjk SFET ?rsjk(l T, k)/consjk s=r
Deviance(MCMC) = 5730.969(8601 of 8601 cases in use)
UNITS:

district_long: 60 (of 60) in use

woman_long: 2867 (of 2867) in use

MName + - AddTerm Estimates Monlinear Clear MNotation Responses Store Help Zoom 100 -

Here we see that as is often the case the MCMC estimation method gives
larger (in magnitude) estimates. If we now look at the chain for the first
variance, 0%,, we can investigate this further.

e Select Trajectories from the Model menu.
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e Click on the Select button and highlight district_long
cons.ster/cons.ster

e Click on the Done button.
e (lick on the trajectory plot and the Yes box that appears.

The MCMC diagnostics appear as follows:

MCMC Diagnostics - district_long : cons.ster/cons.ster EE.

WWWMWM

L

2

az
- |- —
F E] Fl H H . ] : s

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (39846.11092 )
when q = (0.025.0.975 ).r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 15684

when k = 2 sigfigs and alpha = 0.05

y ¢"F ¢ 9

Summary Statistics
param name : o, posterior mean = 0.581 (0.005) SD =0.168 mode = 0.537
quantiles : 2.5% = 0.310, 5% =0.339. 30% =0.563, 95% =0.888, 97.5% =0.972

ion. Effective Samole Size (ESS) = 396.
Update Diagnostic Settings Help

Here we see that in fact the posterior mode estimate of 0.537 agrees favourably
with the 2nd order PQL estimate of 0.544 suggesting that the differences
here are mainly due to the fact that we were originally comparing mean with
mode (ML) estimates. It is also noticeable that we should in fact have run
for longer than the 5,000 iterations. In fact some of the fixed effect traces
suggest a much longer run.

Considering the model we have fitted in more detail we can firstly use the
DIC diagnostic to compare this model with the last model. To do this we
select MCMC/DIC diagnostic from the Model menu, which gives:

Dbar | D(thetabar) pD DIC
5730.97 5626.98 | 103.99 | 5834.96 | (Model with random effects)
6039.56 6027.92 | 11.64 | 6051.20 | (Model without random effects)

Here we see that the DIC diagnostic has again been reduced, this time by over
200 suggesting that the random effects model is significantly better. The 180
random effects that we have added have contributed 106.41 — 11.95 = 94.46
effective parameters.

Looking at the parameter estimates we see that the three covariances are
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positive and we can look at the correlations between the sets of random
effects as follows:

You should now have the following correlation matrix.

+ - |Levelndistrictlor [+| = s E s p @ N Hep

Cons.ster cons.mod

cons_ster Com: 1.000

cons.mod Com: 0.676

cons trad Com: 0.594
m

Here we see that there are fairly strong correlations between the three sets
of random effects. This means that generally in districts with higher steril-
isation probabilities, there are also higher probabilities of modern and tra-
ditional methods as well. More succinctly the main differentiation between
districts is that there are some districts with high contraceptive use and oth-
ers with low contraceptive use. However, the type of use does not exhibit
a particularly strong pattern such as, for example, higher probabilities of
traditional methods in districts with lower rates of usage of the other two
methods.

Care must be taken when interpreting these correlations as the numbers in
the base category will affect all three random effects simultaneously and so
it is to be expected that there will be some positive correlation.

In the User’s Guide to MLwiN the residuals produced by this model along
with plots are considered. Similar plots can be produced for the residual
estimates produced by the MCMC methods and we will leave these as an
exercise for the user.

Chapter learning outcomes




Chapter 13

Ordered Categorical Responses

In the last chapter we considered datasets where the response is one of a selec-
tion of possible alternatives, where the alternatives do not have a particular
ordering. In this chapter we will consider the case where the alternatives do
have a natural ordering and so we can build this ordering into our model.
It is of course possible to use the models in the last chapter with ordered
data as in some way they can be considered a special case of categorical data
and the general multinomial models in the last chapter will fit any types of
categorical data.

Ordered categorical responses occur in many fields. In education, exam
marks are often graded on a scale, for example A, B, C, D, E, and U with A
representing the best marks and U representing the worst marks (failures).
Other examples are survey questionnaires where individuals have to give
their level of agreement with a statement, typically ranging from ‘Strongly
Agree’ through to ‘Strongly disagree’ and finally in health where a person’s
illness/fitness may be classified on a scale.

Another possibility for fitting ordered categorical data is to treat the response
variable as continuous and fit Normal response models. This will make more
sense the greater the number of categories we have and in fact in education
such modelling is often performed on exam marks or grade scores. In the
example we will consider in this chapter our response is the mark in an A
level (taken at age 18) chemistry exam and we will compare and contrast
the approaches of treating this response as continuous and as an ordered
response.

13.1 A level chemistry dataset

The data that we analyse is taken from a larger dataset that contains all
the A level exam results taken in England for the period 1994-1997 (Yang &

187
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Woodhouse, 2001) . The subset of the dataset used here is all the chemistry
exam results for one examinations board in the year 1997.

e Select Open sample worksheet from the File menu.
e Select alevchem.ws from the list of worksheets.

e Select Open.

The Names window will then appear as we see below:

Names EE‘.

Column: Mame Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate  Window: Used columns © Help

Mame Cn n missing min  max categorical ~ description ~
ilea 1 2166 0 203 938 False Local Education Authority identffier. H

estab 2166 4001 8603 False Establishment (institution) identifier.

1650 154509 False Pupil identifier.

1 & True Alevel paint score

952 False Total poirt score for GCSE exams taken two years earfier

12 False Number of GCSE exams taken.

1 1 False Constant (= 1)

1] 1 True Pupil’'s gender (1 f female, 0 f male). "

2
pupil 3
apoit 4 2166
gesedot 5
goseno B
cons 7 2166
gender 8 2166

o

N

]

&
coocoooo

Here we see that there are in fact three levels to the data with 2166 pupils
(pupil) nested within 219 schools (estab) nested within 70 LEAs (lea) al-
though we will only consider the first two levels here. The response variable
is a-point which ranges from 1 (grade F) to 6 (grade A). There are three
predictor variables, gcse-tot and gcse-no give the total points and number
of GCSE exams sat at age 16 and finally the sex, gender, of each child with
a value of 1 representing a girl and 0 a boy. It should be noted that the
GCSE system has 8 grades rather than 6 and these range from A* worth 8
points then A worth 7 points through to G worth 1 point. The extra grade
A* was introduced for the first time in 1994.

Perhaps one of the first things we can do with the dataset is to construct the
average GCSE scores as these would be preferable to the two predictors, total
GCSE score and total number of GCSEs. This can be achieved by typing
the following commands in the Command interface window (available from
the Data Manipulation menu):

» CALC c9=cb5/c6

Here unlike in the User’s Guide to MLwiN we do not Normalise our response
or predictor variables. The A level score response can only take 6 possible val-
ues and so the Normalising transform will only have limited effect. As shown
below (by selecting histogram from the Customised graph window) al-
though the GCSE scores are slightly skewed to the left for interpretation we
maintain the raw scores.
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Graph display: 1 EE.
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We will however centre the predictor around a GCSE average score of 6
(note the actual average score is 6.15). This will make the intercept more
meaningful as it will now represent the prediction for a child with an average
GCSE score of 6. We will also consider quadratic and cubic coefficients of
the predictor by typing the following commands in the Command interface
window.

» CALC c9=c9-6
» CALC c10=c972
» CALC c11=c973
» NAME c9 'gcseav' cl0 'gcse™2' cll 'gcse™3!

For our response variable we are simply assuming that an F is worth 1 point,
and an A is worth 6 points. This would seem rather arbitrary but will lead on
to ordered response models which essentially remove this linear incremental
approach. The alternative approach of using Normalised scores basically
gives an alternative mark to each grade from F to A based on their frequency
of occurring and an underlying Normal distribution assumption. Here the
scores would be —1.287 for an F, —0.629 for an E, —0.245 for a D, 0.150 for
a C, 0.639 for a B and 1.38 for an A. We can see that the gaps between the
extremes (A/B and E/F) are larger. We will come back to this when we fit
the ordered response models.

13.2 Normal response models

To firstly set up a Normal response model we need to do the following:
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After running for 5,000 iterations the Equations window will look as follows:

a-point, ~ N(XB, Q)
a-point, = £, cons
By =3.519(0.038) + ¢,

[eoi] ~N(0, Q) : @, = [3.092(0.094)]

Deviance(MCMC) = 8589.826(2166 of 2166 cases in use)

Mame + - AddTermn Estimates Monlinear Clear Motation Responses Store  _

Here we see that on average students get 3.519 (somewhere between a Grade
C and D) in their A level chemistry exam but there is a large variability in
scores (3.092). If we look at the DIC diagnostic (available via the MCMC
submenu of the Model menu) we get the following value which we will use
for comparison later:

Dbar | D(thetabar) | pD DIC
8589.83 8587.82 | 2.01 | 8591.84

We will now add in the three powers of the GCSE predictor and the gender
predictor.
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The Equations window will then look as follows:

a-point ~ N(XB, Q)

a-point, = § cons + 1.563(0.052)gcseav, + 0.192(0.026)gcse”2, +
-0.074(0.019)gese’3, + -0.483(0.054)female,

By =3.322(0.042) + ¢,

[e] ~NO. @) : ,=[14690.045)]

Deviance(MCMC) = 6977.852(2166 of 2166 cases in use)

Mame + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100

We firstly see that all these predictors are significant and that in combination
they have reduced the unexplained variation from 3.092 to 1.469 that is
over half the unknown variation has been explained. The DIC diagnostic as
expected gives a much improved DIC value:

Dbar | D(thetabar) | pD DIC
6977.85 6971.86 | 5.99 | 6983.84
8589.83 8587.82 | 2.01 | 8591.84 | (intercept only model)

We can plot the relationship by calculating predictions via the predictions
window and the Customised graph window as follows:
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Select Customised Graph(s) from the Graphs menu.

Select ¢13 as the y variable and gcseav as the x variable.

Select gender as the group indicator and line as the plot type.
Click on the Apply button.

The predictions graph will look as follows:

Graph display: 1 E@.

Here we have two parallel curves with the girls doing on average about half
a grade worse than the boys (—0.483). The tail behaviour is rather unusual
with the average predicted A level grade increasing once the average GCSE
goes below 4 (—2 on the graph). This is due to four individuals who had
low GCSE averages but achieved good A level chemistry grades (2 C’s and
2 D’s). If we however consider the range of GCSE averages greater than
4.5 (—1.5 on the graph and 95% of the pupils) we see a linear relationship.
We will now look at treating the response variable as an ordered categorical
response rather than as a continuous measure.

13.3 Ordered multinomial modelling

In the last chapter we considered unordered categorical models and saw how
effectively such a model is a direct extension of the binary response model
where we look at the relative probability of each category as compared to
one base category and ensure that the probabilities of being in each category
will sum to 1 for each individual. To exploit the ordering of the categories
we do not model the probabilities of the individual categories but instead
model the cumulative probabilities, for example the probability of getting a
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C grade or better, or as in our example the alternative probability of getting
a D grade or worse.

To fit such a model we will therefore have to construct a set of indicator
variables for each response. So if y; is the response for individual ¢ then we
will define ygs) to be an indicator that takes value 1 if y; is less than or equal
to category s and 0 otherwise.

Then we will fit separate equations for each yfs) as follows:

By =" = Zﬁ(hl s=1,...,t -1
h=1

Here we assume there are t categories and that category ¢ is the base category.
In the example that follows we will assume that A is the base category and
that we consider the less than a chosen category relationship but in practice
we could have alternatively chosen F as the base category and used a greater
than relationship.

Now we need to define a link function to relate the probabilities %(S) to the
predictor variables. A common choice of model is the proportional odds
model which corresponds to fitting a logit link. We can write this as

logit (") = ol + (X B3);

Here we see that we allow an additive effect for each category but assume
a common effect for all other predictor variables. This is one major dif-
ference between the ordered and unordered models but does make sense.
In unordered models predictors might influence selecting different categories
but in the ordered case the predictors can only have an effect of increas-
ing/decreasing the chance of achieving a higher category.

We will now consider setting up a basic multinomial model. We firstly need
to create the categorical response variable.

Select Names from the Data Manipulation menu.

Click on a-point in the list of names and then click on the View
button in the categories section.

Check that the Categories window is as shown below.
Click on the OK button.

Set category names| = | & -

Edit OK Cancel

Name
]

C
1
2
3
4
5
6

mOoom

We will now set up the first categorical model in the Equations window.
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The Equations window will now look as follows (after pressing the + button
twice):

resp, ~ Ordered Multinomial(f'zj, ;rry.)

Ty T Uy Ty + i V3= Ty, + Ty, + Ty Yy = Ty + Ty, + Ty, + Ty
Vs = Ty + Ty + Ty + Ty + T Ve = 1
logit(y,) =

logit(y,) =

logit(y,) =

logit(y,) =

logi(y;) =

cov(y%i.yrj) :?51(1 "J"I__;)"r?ff §==r
(10830 of 10830 cases in use)

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

You will notice in the above window that the model now has two levels and

a new response has been created in column resp. We can finish setting up
the first model as follows:
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The Equations window will now look as follows:

resp,; ~ Ordered Multinomial(consj, ;rry)

Py TR Py Ty + Tys V3 = Ty + Ty + Ty Yy~ Ty + T + Ty + Ty
Vs = Ty + Ty + Ty + Ty + T Ve = 1

Iogit(ylj) = ﬁocons.(*C:F)y

Iogit(yy) = p,cons. <=E)§

Iogil(y3j) = p,cons. <Z=D)y.

IogiI(y4j) = ,6’311:0115.({:0)?

IogiI(*ysj) = ﬁ4cons.(<i=B)§

cov(ysfyg} =‘ysj(1 -yg.).-’consj s<=r1
(10830 of 10830 cases in use)

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

We can examine the new columns created via the Data window.

The Data window will then appear as follows. Here we can see that the
original response for each individual has been converted into 5 indicator
variables stacked in the column resp. Here for example the first pupil (pupil
1650) achieved a D and this is converted into the pattern of 5 indicators
(0, 0,1, 1, 1). The resp_indicator column gives information on what each
indicator indicates and is used as the level 1 identifier. The original pupil
column has been replicated to produce the level 2 indicators, pupil_long.
The 5 indicators each have an associated intercept, which are picked up by
the 5 new constant columns.
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resp_indicator(1( pupil_long(1083( cons.(<=F){1083( cons.(<=E}{1083
(==F) 1650.000 1.000 0.000
(==E) 1650.000 0.000 1.000
(==D) 1650.000 0.000 0.000
(==C) 1650.000 0.000 0.000
(<=B) 1650.000 0.000 0.000
(==F} 1670.000 1.000 0.000
(==E) 1670.000 0.000 1.000
(==D) 1670.000 0.000 0.000
(==C) 1670.000 0.000 0.000

L= B T N = 2 & I L R

We will now run the model using MCMC estimation.

Upon finishing the 5,000 iterations the Equations window will appear as
follows (after pressing the Estimates button twice):

resp, ~ Ordered Mult:inomial(consj, :ry)

Ty T Ty Py T + Typ V3= Ty + T, + Tap Vg~ Ty + T + Ty + Ty
Vop = My Ty T T T TS Vg T 1

logit('ylj) = -1.403(0.052}c0ns.(<1=F)§

logit('yzj) = -0.702(0.044}c0ns.(<1=E)y

logit(y3j) = -0.099(0.043}c0ns.(<1=D}§

logit(yqj) = 0.597(0.047}c0ns.({=C)y

logit(;usj) = 1.607’(0.06(})(:{1»115.(*~<=B};f

COV(}’%,:J’U) =‘.l’%,-(1 -',Lfrj):’consj s<=r
Deviance(MCMC) = 7726.391(10830 of 10830 cases in use)

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

We can use these coefficients to calculate the probabilities of achieving each
of the 6 grades. For example the estimated probability of getting a grade F is
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the anti-logit of —1.403, which equals 0.197. Similarly the probability of get-
ting a grade E is the anti-logit of —0.703 minus the probability of getting an
F,ie. 0.331 —0.197 = 0.134. For this simple model we could of course have
calculated these probabilities by simply working out empirically the propor-
tion of pupils in the dataset who got each grade. The modelling approach
comes into its own when we add predictors. However firstly we will calcu-
late the DIC diagnostic for this first model for comparison later. Selecting
MCMC/DIC diagnostic from the Model menu gives the following:

Dbar | D(thetabar) | pD DIC
7726.39 7721.42 1 4.97 | 7731.36

13.4 Adding predictor variables

In the Normal response modelling section our next step was to include pre-
dictors into the model. To do this we do the following:

After 5,000 iterations we get the following results:
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Equations EE.
resp, ~ Ordered Multinomial(consj., rrg,.)
3 1 = ?rlj.; }'2; = }TU + ?rgj.; }'3; = }TU + frzj. + ?rgj.,' i) 4 = }TU + ?rzj. + }'Igj. + T 4;;
Vs = Ty + Ty; + 3 + i " + Tsi Vo= 1
logit(}ru) = -l.873(0.087)c0ns.({=13)6,. + hJ
logit(}vzj) = -0.828(0.074)c0ns.(<=E)U + hJ
logit(}vgj) = 0.138(0.069)c0ns.(<=D)g + hJ
logit(}'4J,.) = l.303(0.077)c0ns.({=c)y + ’L{
logit(}vsj.) = 2.994(0.102)c0ns.(<=B)§,. + hJ
hj. = -2.0?3(0.096)gcseav.12345J,. + -0.462(0.050)gcse"‘2.12345J,. +
-0.053(0.035)gcse-"‘~3.12345J. + 0.759(0.086)female.12345J,.

CO"'U"SJ-»J"Q-) =}'sj(]‘ -}rg,.)fconsj. s<=r

Deviance(MCMC) = 6100.011(10830 of 10830 cases in use)

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100 -

Here we see that all the predictors have negative coefficients. This is because
we are predicting the probability of getting less than or equal to particular
grades and so as the ability of the pupil increases they are less likely to get
below a particular threshold. The coefficients suggest that we do not need
to fit a cubic term here and if we remove it and compare the DIC diagnostic
we see the following:

Dbar | D(thetabar) | pD DIC
6100.01 6090.94 | 9.07 | 6109.09 | (with cubic term)
6100.97 6092.71 | 8.26 | 6109.23 | (without cubic term)

It should be noted, as shown in the User’s Guide to MLwiN, that we could
in fact fit separate effects of each predictor for each grade boundary but as
shown there fitting a single common predictor effect is acceptable. We will
now consider fitting a multilevel multinomial model, where the probabilities
of getting the different grades depend on the school the students belong to.

13.5 Multilevel ordered response modelling

As with all the other response types that we have considered in this book it
is perfectly plausible for there to be random variation between higher level
units and ordered response models are no exception.

We will need to define the column that contains the higher level units but
firstly we need to remove the cubic term from the model (if we have not
already done so)
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We now need to decide how to add in the effect of the different schools.
If we were to add random effects for each grade boundary then we would
effectively be ignoring the ordering and would have an equivalent model to
the unordered responses. We therefore wish to have one effect for each school
that changes each grade boundary. To obtain this we do the following:

This will have created a variable cons.12345 which is a common intercept
term. We do not want to fit this as a fixed effect but instead want to fit it as
random at the establishment (school) level. To do this we do the following:

Upon completion of the iterations we get the following estimates:
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Equations E”E‘.
resp; ~ Ordered Multinomial(consj.k, ’Tg-';r)
Ve ™ Ty Vo™ Ty T T V3 Py T Mo T M
V ik = :«IU " + ?TEJ. " + FISJI. " + 4 o }'SJ,. v ’Tlf " + ?TEJ. " + FISJI. " + Ak + FISJI. w7 6k =1
logit(}'b,.k) = -1.939(0.113)cons.({=1~")§,.k + h}k
logit(}er,.k) = -0.?8?(0.lOE)cons.({=E)G.k + h}.k
logit(}'3J,.k) = (}.281((}.1()O)cu:u'_rtls.(f—’FD){.;.;r + P&k
Vagid) = l.547(0.108)c0ns.({=0)¥k + h}.k
logit(}'SJ,.k) = 3.350(0.ISO)cons.({=B)Uk + h}k
hﬁr = -2.27"1((].[)7"l)gcsea‘v.lZEilSﬁr + -0.454(0.04?)gcse’"~2.12345J,.k +
0.?5?(0.096)&111313.12345J,.k + vg,cons.12345

logit(

[vs] ~N©. @) : 2, =[o6140.129)]

cov{'_}-'sJ,.k,;-'rJ.k) =}'SJ.k(l -}'I,J,.k)f'consJ,.k s<=r
Deviance(MCMC) = 5824.764(10830 of 10830 cases in use)
UNITS:

estab long: 219 (of 219) in use

pupil long: 2166 (of 2166) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100 -

Here we see that there is some variability between the various establishments
and fitting this model accounts for this variability. Looking at the DIC
diagnostic we see that adding the 219 random effects has given rise to 110
additional ‘effective’ parameters. The DIC has also reduced by over 150
suggesting a much better fit to the data.

Dbar | D(thetabar) pD DIC
5824.76 5704.99 | 119.78 | 5944.54 | (with random effects)
6100.97 6092.71 8.26 | 6109.23 | (without random effects)

We can continue to fit more complex models for example we may think that
the effect of GCSE score is different for each school, which would result in a
random slopes model. To fit such a model we do the following;:

e Change Estimation method to IGLS.

e (lick on the term gcseav.12345 in the Equations window.
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After running for 5,000 iterations we get the following estimates:

resp; ~ Ordered Multinomial(consjk, ;rry.k)

Ty ™ Ty Yk Tue T Ty Ty Tye T Ty T Ty

Paje ™ Ty T Mo T Wy T Mgid Ve ™ Mg T My T e T gy T s V= 1

logit(ylﬁc) = -1.948(0.103)cons.(€=F)§k + hﬁ:

logit(y%ik) = -0.782(0.094}c0ns.({=E)yk + hjk

logit(y3jk) = lI}.290((}.CIS'S}mcms.(*=1=D}§.}IE + hjk

logit(yqjk) = 1.555(0_102}(:a:ms.(*i=C)!.'i.rc + hﬁc

logit(ysjk) = 3.365(0.133}00ns.({=B)yk + hjk

hﬁc = ﬁSkgcseav.12345jk + -0.439(0.052)gcse"‘2.12345ﬁc +
0.751(0.095)temale. 12345}!: + vy cons. 12345

B, = -2.305(0.086) + v,

Vi, 0.134(0.076)

Ver VN @) 2, -0.007(0.068) 0.577(0.131)

cov(ygk,ygk) =ysjk(1 -yrﬁc)f'muls_ﬂIE s<=Tr1
Deviance(MCMC) = 5794.818(10830 of 10830 cases in use)
UNITS:

estab long: 219 (of 219) in use

pupil long: 2166 (of 2166) in use

- Add Term Estimates Monlinear Clear Motation Responses Store Help Zoom 100

If we compare this model with the model that does not include random effects
for GCSE score via the DIC diagnostic we get the following:
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Dbar | D(thetabar) pD DIC
5794.82 5649.08 | 145.74 | 5940.56
5824.76 2704.99 | 119.78 | 5944.54

CHAPTER 13.

(with random slopes)
(without random slopes)

So the addition of random GCSE effects only makes a marginal improvement.
It should be noted that throughout this chapter we have only been running
for 5,000 monitoring iterations for each model. If we look at the chain for
the variance of the random GCSE effects via the Trajectories window we

will see the following:

MCMC Diagnostics - estab_long : gcseav.12345/gcseav.12345 B@.

Raftery-Lewis (quantile) : Nhat = (102200.38244 )
when q =(0.025,0.975 ). r =0.005 and s = 0.95

Brooks-Draper (mean) : Nhat = 43966
when k = 2 sigfigs and alpha = 0.05

Summary Statistics

param name : of posterior mean = 0.134 (0.008) 8D = 0.076 mode = 0.090
quantiles : 2.5% = 0.025, 3% =0.030, 30%=10.123, 95% =0.273, 97.3%=0.307
5 iterati i verv jteration. Effective Samole Size (ESS) =25,

Accuracy Diagnostics

Here we see that clearly more iterations are required. We will therefore run

for 50,000 iterations instead.

e (Click on the Estimation Control button.
e Change the Monitoring chain length to 50000.
e Press the More button.

The MCMC diagnostics after 50,000 iterations (which will take several min-

utes) are as follows:
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MCMC Diagnostics - estab_long : gcseav.12345/gcseav.12345 E“E‘.

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (3633124473 )
when q = (0.025.0.975 ).r =0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 43725

when k = 2 sigfigs and alpha = 0.05

b S ME L L
PR N Ll

Summary Statistics
param name ufi posterior mean = 0.100 (0.002) SD =0.067 mode = 0.063
quantiles : 2.5% = 0.017, 5% =0.022, 50%=0.085 9% =0228 97.5% =0.266

5 fterati ing everv iteration. Effective Samole Size (ESS) = 179,
Update Diagnostic Settings Help

Here we see that we have now run for sufficiently long enough to satisfy the
diagnostics and in fact the parameter estimate has changed very little. If we
look at the DIC diagnostic we see the following:

Dbar | D(thetabar) pD DIC
5799.62 5658.92 | 140.70 | 5940.31 | (after 50,000 iterations)
D794.82 5649.08 | 145.74 | 5940.56 | (after 5,000 iterations)

Here the additional run length has confirmed a reasonably similar value for
the DIC diagnostic.

We could now extend our modelling as in the User’s Guide to MLwiN and
consider the effect of making gender random at the establishment level but
we leave this to the reader. As described in the last chapter an advantage
of using a simulation based technique like MCMC is that we can create
chains for derived parameters and this can also be done in ordered response
models to create interval estimates for conditional probabilities of achieving
particular grades. Again we leave this as an exercise for the interested reader.

Chapter learning outcomes

* How to fit models to ordered categorical responses
* How to extend such models to include random effects

* The differences between ordered and unordered categorical response
models
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Chapter 14

Adjusting for Measurement
Errors in Predictor Variables

Statistical modelling attempts to fit models that describe the relationship be-
tween an observed response variable and several observed predictor variables.
We have so far considered how to fit models where the response variable is
continuous, a binary indicator or a count. All these models assume that there
is variation between the observed data and a predicted model, and that this
variation is due to additional unobserved predictor variables. When choosing
statistical models we try to find a balance between the fit and complexity of a
model. If we were to continue adding in predictors we could achieve a perfect
fit to the dataset, but adding in ‘non-significant’ predictors will reduce the
predictive power of our model for observations outside of the dataset.

Apart from variation due to unknown predictors, there may also be variation
or errors in the predictors that we fit in our model. For example if we
consider the tutorial dataset that was first introduced in Chapter 1 and focus
on the London Reading Test (LRT) predictor that was used as a proxy for
intake ability, then errors could occur in this predictor in many ways. Firstly
obvious measurement errors could occur, for example the teacher could mark
a paper wrongly or the researcher who created the dataset could type the
data incorrectly into the computer. Secondly, less obvious errors could occur
if we consider the variable as a proxy for intake ability, for example a child
may do better on the test, as his favourite types of questions occur, while
another child may be ill on the day of the test and hence do worse.

Measurement errors can occur in many forms. If the predictor is (pseudo)
continuous like LRT score then we can assume that the measurement error is
also continuous and these types of measurement error can currently be fitted
in MLwiN. If however the predictor was a categorical variable for example
an exam grade or the sex of the pupil then errors in these variables can be
thought of as misclassifications, for example a boy is misclassified as a girl,
and currently methods for dealing with these types of error have not been

205
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implemented in MLwiN.

14.1 Effects of measurement error on predic-
tors

To illustrate the effect of measurement error on a predictor we will look at
fitting a simple linear regression model to the tutorial dataset and then
introducing errors into the LRT predictor.

You should now have set normexam as the response, school as the level 2
identifier, student as the level 1 identifier, cons as a fixed effect and random
at level 1 and finally standlrt as a fixed effect (see Chapter 1 if you need
more details). For speed we will here use the IGLS method so run the model
by pressing the Start button. Upon convergence the model will look as
follows:

normexam, ~ N(XB, @)
normexam, = Bycons + 0.595(0.013)standlrt§
B,; =-0.001(0.013) + €y

[e()gf] ~N(O, Q) : Q= [0.648(0.014)]

-2*loglikelihood(IGLS Deviance) = 9760.510(4059 of 4059 cases in use)

Mame + - AddTerm Estimates PMonlinear Clear MNotation Responses Store Help Zoom 100

Here (as normexam has variance 1) the predictor standlrt has explained
100 — 64.8 = 35.2% of the variation in the response variable normexam.
We will assume that the standlrt we have fitted is the ‘true’ predictor and
now we will generate some random (Normal) errors. This we can do via
the Generate random number window although below we will use the
Command interface window. Firstly however we wish to look at how
much variation there is in the ‘true’ predictor.
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This will give the following output:

N Missing | Mean s.d.
| standlrt | 4059 | 0 0.0018103 | 0.99322

So here we see that the (standardized) variable has a variance of approxi-
mately 1. We will now consider adding a measurement error to this variable
that has variance 0.2. Note that in the measurement error literature the
term reliability is often used with respect to measurement errors (see Wood-
house et al., 1996) and here we will have a reliability of (1/(1+0.2))x100%
= 83.3%.

To generate the errors we will type the following commands in the Com-
mand interface window:

Here we set the random number seed to 1 so that you get the same set of
simulated errors as the book. We then store the errors in column ¢11 and the
resulting observed predictor values in column c¢12. It will be firstly of interest
to fit a linear regression of the errors against the normexam variable.

Upon convergence the estimates will be as follows:
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normexam, ~ N(XB, Q)

normexam, = Bycons +0.027(0.03 5)err0rsy.

By; = 0.000(0.016) + ey,

[eoy.] ~N@©, Q) : Q,= [0.997(0.022)]

-2*loglikelihood(IGLS Deviance) = 11508.742(4059 of 4059 cases in use)
Name + - AddTerm Estimates [Monlinear Clear MNotation Responses Store Help Zoom 100

So here we see a non-significant positive relationship between the errors and
the exam score, which explains 0.3% of the variation. Of course the errors
are random and so a different set of random errors may produce a negative
relationship. We now look at the relationship between normexam and the
observed (i.e. with errors) LRT scores:

Upon convergence we will get the following:

normexam, ~ N(XB, @)
normexam, = Bycons + 0.505(0.012)0bs]:t§
B,; =0.003(0.013) + €0y

[eoy.] ~N@O. Q) : Q,= [0.699(0.016)]

-2*loglikelihood(IGLS Deviance) = 10063.715(4059 of 4059 cases in use)

Mame + - AddTerm Estimates PMonlinear Clear MNotation Responses Store Help Zoom 100

So in adding the measurement errors to the predictor we have reduced its
predictive power and hence its coefficient is smaller and the residual variance
has increased. We could think of this regression as a weighted average of
the earlier regressions between the exam score with true LRT score and the
exam score with errors. Here the weights will be approximately equal to the
precisions (1/variance) of the estimates, although due to the intercepts being
estimated and not fixed at zero this will not hold exactly.

In order now to adjust for the measurement errors we need to add some extra
statements to the model. The MCMC methods used in MLwiN to adjust for
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measurement error involve extra steps in which we generate the true values
at each iteration. To set up the MCMC measurement error model we do the
following.

The window should then look as follows:

[] cons
Do M

If we now look at the Equations window (and press 4 to get the prior
information) we will get a window as follows:

normexam, ~ N(XB, Q)
normexam, = Bycons + 0.505(0.012)0bs]rtt§.
Bq; =0.003(0.013) + €y

[eoy. ~N@O, Q) : Q,= [0.699(0.016}]

obsrt), ~ N(obslrt;, 0.200)  : obslrt; ~ N(6,.07)

PRIOR SPECIFICATIONS

p(By) o 1

r(fal

p(1/62,) ~ Gamma(0.001,0.001)

p(6) e 1 :p(l/p]) ~ Gamma(0.001,0.001)

(4059 of 4059 cases in use)
Mame + - AddTerm Estimates MNonlinear Clear Motation FResponses Store Help Zoom 100

Here we are fitting what is known as a ‘classical’ Bayesian measurement error
model. Basically this includes two additional model statements: firstly that
the observed values are Normally distributed around the true values, and
secondly that the true values have a Normal distribution with an unknown
mean and variance. The first statement by itself would simply have the effect
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of introducing more random measurement errors to the model, and therefore
it is the second statement of a distribution for the true values that fully
specifies the measurement error model.

If we now click on the Start button to run the model we will see after 5,000
iterations the following results:

Equations E E .
normexam,; ~ N(XB, Q)

normexam, = f; cons + 0.608(0.015)0bslﬂ}
Bo, = 0.004(0.013) + ey,

[e%,.] ~N(O0, Q) : Q,= [0.638(0.015)]

obslrt] ~ N(obslrty, 0.200)  : obslrt, ~ N(6,.07)

PRIOR SPECIFICATIONS

p(By) o 1

p(B) a1

p(1/62,) ~ Gamma(0.001,0.001)

p(6) e 1 :p(l/p}) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 9692.787(4059 of 4059 cases in use)

Name + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100 -

We can see that the measurement error model has had the desired effects
in that the coefficient for the LRT variable has increased and the residual
variance has reduced. As this is a simulated dataset (and the errors had a
positive relationship with the response) it should be noted that we will not
obtain exactly the estimates from fitting the true predictor. However if we
run many simulations then, on average, we will get the same predictor values
(see Browne et al., 20015, for a multilevel example of this). It should also
be noted that the standard error of our coefficient is bigger than when we fit
the true predictor and this is due to the measurement error variance. This
means that measurement error models will remove the bias in the parameters
and allow valid inferences. Measurement error modelling is therefore useful
in the main as a tool for sensitivity analysis.

To consider the effect of various measurement errors and hence reliabilities
we generated several more sets of errors (all from seed 1). The table below
gives the estimates before and after adjusting for measurement error.
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M.Error | Reliability | £y ol B after o2 after

variance with error | with error | adjustment | adjustment
0.1 90.9% 0.549(0.012)| 0.673(0.015)| 0.605(0.014)| 0.641(0.015)
0.2 83.3% 0.505(0.013)| 0.699(0.016)| 0.608(0.015)| 0.638(0.015)
0.5 66.7% 0.404(0.011)| 0.757(0.017)| 0.612(0.018)| 0.633(0.018)
0.7 58.8% 0.357(0.011)] 0.784(0.017)| 0.614(0.021)| 0.632(0.019)
1.0 50.0% 0.303(0.010)| 0.816(0.018)| 0.614(0.025)| 0.630(0.022)

Interestingly the bias induced (for this dataset) in the point estimates in-
creases as the errors increase, and this is due to the slight positive correlation
between the errors and the response. The standard errors for the parameters
also increase as we are less sure of our estimates the more measurement error

we have.

14.2 Measurement error modelling in multi-

level models

Browne et al. (20010) consider the effects of measurement errors in a Normal
response random slopes regression model. We will now consider this model
and firstly set up the model with the true predictor standlrt.

You should now have fitted (using MCMC) the random slopes regression
model that we fitted in Chapter 6 and the estimates should be as shown
below:
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normexam,; ~ N(XB, )

normexam,; = ﬁoycons + ,6‘1_’fs‘.tandlrt!.'i

ﬂ()_if =-0.006(0.039) + ty; T €y

By, =0.558(0.020) + u;,

0.096(0.020)

0.019(0.007) 0.015(0.004)

~N(O, ) : @ = [

[eoy.] ~N(0, Q) : ©,= [0.554(0.013)]

PRIOR SPECIFICATIONS
p(B)al
p(Bpal
p(2,) ~ inverse Wishart,[2*S .20], S, = [0.090
[0.018 0.015]

p(1/c2,) ~ Gamma(0.001,0.001)
Deviance(MCMC) =9122.987(4059 of 4059 cases in use)
UNITS:
school: 63 (of 65) in use

Name + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

Now if we want to instead use the predictor with measurement error variance
= 0.2 (note if you tried out the other measurement error specifications you
will need to recreate the errors column and the obslrt columns) we need to

do the following:

Upon running for 5,000 iterations the estimates (ignoring measurement er-
rors) are as follows:
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normexam, ~ N(XB, )

normexam, = ﬁoy.cons + ﬁljobs]rtg

Boy = 0-004(0.041) +uy, + g,

By, =0.469(0.019) + uy,

0.103(0.021)

~N(@©. Q) : Q =
©.2) -2, 0.018(0.007) 0.012(0.004)

eoy.] ~N(©0, Q) : Q,= '0.599(0.014)]

PRIOR SPECIFICATIONS

p(By) a 1

p(f) a1

p(R2,) ~ inverse Wishart,[2*S .20], S, = ]0.097
0.017 0.011

p(1/o;,) ~ Gamma(0.001,0.001)
Deviance(MCMC) =9438.355(4059 of 4059 cases in use)
UNITS:
school: 65 (of 65) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

Here we see that adding measurement error increases the level one variance
and reduces the fixed effect associated with intake score, as in the linear
regression example. At level two the slopes (intake score) variance is reduced.
This makes sense as the regression effects for each school will be reduced in
line with the fixed effect and hence the variance will decrease. The intercept
variance at level two has increased and this is also to be expected as this will
maintain the ratio of the intercept variances at levels one and two.

If we now wish to adjust for measurement error we need simply to set up the
errors as before and use MCMC. The measurement error settings will need
to be set up as for the linear regression example earlier. To run the method
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After the method runs for 5,000 iterations we will get the following results:

normexam, ~ N(XB, Q)
normexam, = ﬁoﬁcons + ﬁljobs]rtty
,80!.; =-0.000(0.044) + ty + €y,
B, =0.565(0.024) + uy;

Ly
0.104(0.021)

~N(O0. Q) : Q =
0. 2) - &, 0.023(0.009) 0.022(0.007)

ew] ~N@©, ) : Q,= '0.537(0.014)]

obslrt), ~ N(obslrt;, 0.200) ~ : obslrt} ~N(, 07)

PRIOR SPECIFICATIONS

p(fy) o 1

p(f)a 1

p(Q,) ~ inverse Wishart,[2*S .20]. S = |0.097
0.017 0.011

p(1/c,) ~ Gamma(0.001,0.001)

p(6) o 1 :p(1l/g]) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 8994.021(4059 of 4059 cases in use)
UNITS:

school: 65 (of 65) in use
Name + - AddTerm Estimates [MNonlinear Clear Notation Responses Store Help Zoom 100

Here we have used a slightly informative prior at level two based on the esti-
mates of the variance matrix at level 2 from the model that doesn’t account
for measurement error. This is a slightly different prior than that used in the
simulations in Browne et al. (2001a) but the same conclusions can be drawn.
Here we see that the measurement error model moves all parameters in the
right direction apart from the level two intercept variance. Again, due to the
positive correlation between response and errors we see that most parameters
are over-corrected. In fact Browne et al. (2001a) found that the variance pa-
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rameters at level two in their thousand simulated datasets exhibited positive
bias but had near perfect coverage properties. This bias however may be
due to the use of the posterior means, rather than modes as point estimates,
which tend to give positive biases (see Browne & Draper, 2000).

14.3 Measurement errors in binomial models

As the restriction to continuous measurement error affects only the predic-
tors and not the response it is possible to allow for measurement errors in
binary response and Poisson models as easily as in Normal models. That
said the additional steps in the MCMC algorithm to update the true values
of the predictor will now need to be done using Metropolis rather than Gibbs
sampling although this happens automatically and so the user does not need
to worry about this.

We will consider the first simple example from Chapter 10:

We will now set up the simple single level logistic model with age as a
predictor for contraceptive use.
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The estimates (from IGLS) are as follows:

use ~ Bmomml(dennmby, ;rrg)

logit(;rrg) =-0.437(0.047)cons + U.UDT(U.UUS)agE:y.

var(useykrry) = er(l - er)fdenombﬁ

(1934 of 1934 cases in use)

Mame + - AddTermn Estimates Monlinear Clear Motation Responses Store

The predictor to which we will add measurement error is age. If we use
the Average and Correlations window we will get the following summary
statistics for age:

N Missing | Mean s.d.
|age 1934 | 0 0.0020481 | 9.0134

We will add measurement errors to age with a variance of 25 (s.d. of 5)
which will correspond to a reliability of 81.25/(81.254-25) = 76.4%.

To create the measurement errors we need to type the following commands
in the Command Interface window:

Here we have chosen random number seed 3 and this gives simulated errors
that have an average of slightly less than zero. Now to see the effect of the
errors we need to change the predictor in the regression from age to obsage.
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Upon convergence we get the following results:

use,. ~ Bmﬂmml(denomby, er.)

logit(:ry) =-0.437(0.047)cons + 0.004(0.005)0bsage§

var(useﬁlrrg) = ;rrg(l - :ry)fdenomby.

(1934 of 1934 cases in use)

Mame + Add Term  Estimates Monlinear Clear Motation Responses Store

So the errors have reduced the coefficient from 0.007 to 0.004. If we now
wish to use MCMC and adjust for the measurement errors we need to do the

following;:

The window should then look as follows:

Apply measurement emorto

[] cons

¥ obsage WEronetenes ]

Now click on the Done and Start buttons and after a few minutes we will

get the following results:
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Equations |E||E|.

use,. ~ Binomial(denomb, . 7.)
o/ o o

logit(z,) = -0.437(0.046)cons + G.OD&(O.GOG)obsageE,.
var(use {J,.|H{l,.) = ?rg,.(l - T{.J,.)! denombg,.

obsageg ~ N(obsage;, 25.000) obsage; ~ N(&l,cpf )
PRIOR SPECIFICATIONS

p(fy) o 1

p(B) o 1

p(8) o 1 :p(l/g]) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 2591.424(1934 of 1934 cases in use)

Mame + - AddTermn Estimates Monlinear Clear Motation Responses Store

So we see that the method moves the coefficient for age in the right direction,
although the estimate is still slightly lower than the estimate with the true
predictor. This is because the errors had a slight negative bias and, given
the coefficient for age is small and non-significant to start with, this small
bias becomes more important.

14.4 Measurement errors in more than one
variable and misclassifications

To finish this chapter we will consider other aspects of measurement error
modelling that are available in MLwiN or currently being researched. Firstly
if we have many predictors in our model we may have measurement errors
on any or all of these predictors. We can account for these errors by adding
independent error assumptions for each predictor via the Measurement
Error window. It is, however, plausible that measurement errors in two
predictors could be correlated, although accounting for correlated errors is
not currently available in MLwiN. Here the user would have to input both
measurement error variances for the predictors and correlations between them
and a multivariate Normal distribution would be assumed for the errors.

As we mentioned earlier we are restricted to specifying continuous measure-
ment errors. If however we had a predictor that was a binary outcome, for
example a pass/fail intake examination mark, we could theoretically use a
continuous error for this predictor. Although this seems rather unusual, a
similar argument to that used for the probit modelling in Chapter 10 could
be used here.
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More generally for binary predictors and categorical predictors we would have
to use a misclassification model rather than a measurement error model. For
example, consider a predictor variable that has three categories and was fitted
into our model as two dummy variable predictors. Then we could consider
generating a prior distribution for the probability of observing category A
when the true category is category B. We could work out probabilities for
all nine combinations of observed and true category where the three proba-
bilities for each true category would sum to 1. We would then have to invert
the table of probabilities to produce probabilities of an observation actually
being category B when category A is observed. Here the three probabilities
associated with category A being observed would need to sum to 1. Using
this as a prior distribution we could combine this with the observed data to
create a set of posterior probabilities for the true category for each observa-
tion, at each iteration. This is harder to program as the dummy variables
will have to be modified simultaneously.

Finally we should reiterate that we recommend that measurement error mod-
elling is used primarily as a sensitivity analysis tool. Once measurement er-
rors have been added to a predictor we cannot expect to recover the true
predictor but given an estimate of the variance of the errors we can hope to
gain a handle on the magnitude of the true predictor coefficients. It should
be noted that currently measurement errors cannot be used in MLwiN on pa-
rameters that are involved in complex level 1 variance functions (see Chapter
9) or in multivariate models (see Chapters 18-20).

Chapter learning outcomes

* What the effects of measurement errors are on predictors.
* How to account for measurement errors using MCMC.
* How to account for measurement errors in various multilevel models.

* How one would in theory account for misclassifications in categorical
predictors.
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Chapter 15

Cross Classified Models

One of the main uses of multilevel modelling is to account for the underlying
structure in a dataset, whether it be pupils nested within schools or women
nested within communities as seen in the examples so far. In accounting for
the structure we are removing the independence assumption between level
one units from the same level two units and instead partitioning the variance
into variances between the units at the various levels in the dataset. The
examples we have looked at so far have mainly concentrated on two-level
structures but we have considered one three level structure (counties within
regions within nations) in Chapter 11.

Historically most multilevel modelling has assumed a hierarchical or nested
structure for two reasons. Firstly many applications naturally have a nested
structure, for example pupils within classes within schools, or patients within
wards within hospitals. Secondly the maximum likelihood based methods,
for example IGLS, have been designed to work well for nested structures,
as fast inversion routines are available for the block diagonal matrices that
nested structures produce. However, as we will see in the next three chapters,
often the structure of the dataset is not strictly nested. In this chapter we
will consider cross-classified models before considering multiple membership
models (Chapter 16) and spatial models (Chapter 17).

When cross-classified and multiple membership effects are combined we can
produce multiple membership multiple classification (MMMC) models which
are described in detail in Browne, Goldstein & Rasbash (2001a). Detailed
descriptions of likelihood-based methods for both cross-classified models and
multiple membership models are given in Rasbash & Goldstein (1994) and
Rasbash & Browne (2001), while Rasbash & Browne (2002) compare the like-
lihood approaches with the MCMC approach that we use here. In this chap-
ter we will describe what we mean by a classification and a cross-classified
model before considering an education-based example from Fife, Scotland
that is considered in Rasbash et al. (2008, chap. 18).

221
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15.1 Classifications and levels

We have so far concentrated on different ‘levels’ in a dataset where the defi-
nition of a level has not been explicitly given, but we have been assuming a
nested relationship between levels. For example in education we may have a
three ‘level” dataset with our three levels being pupil, class and school. Here
pupils are nested within classes and classes are nested within schools. This
implies that all pupils in the same class are also in the same school due to
the nesting of the levels. The response variable will be at the lowest level in
the dataset although predictors may be at the higher levels, for example the
effect of class size on individual pupil scores.

Note that if the response was at a higher level than some of the predictors
then these predictors could only be fitted in the model as aggregates. For
example we may have several previous tests scores for each pupil, which
would imply a lower level of time/test below pupil. If our response was exam
score at 16 then we would either fit each previous test as a separate predictor
or fit an average previous test mark, and so for the model the lowest level is
pupil and not test.

In this chapter we will consider the more general definition of a classification.
Having defined our lowest level in the data as the level at which the response
variable is collected then we can define a classification mathematically as a
function, ¢, that maps from the set 6 of N lowest level units to a set & of
size M where M < N, and we define the resulting set ® of M objects as the
classification units. In this chapter we will only consider single membership
classifications, ¢(n;) = m;, Vn; € 6 where m; € .

In words, if we consider the educational example earlier then our lowest
level was pupil and the lowest level units are the individual pupils. Both
school and class will then be classifications (functions) that given an in-
dividual pupil will return their respective school and class, and so the sets
of all schools and all classes will be the classification units associated with
the classifications school and class respectively. Note that as these classi-
fications map directly from the lowest level there is no guarantee that the
classifications will be nested, and in fact nested classifications are a special
case of the general ‘cross-classified’ classifications that we consider in this
chapter.

MCMC methods treat each set of classification units (residuals in the model)
as an additive term in the model and hence it is no more complicated (once
the classifications have been calculated) to fit a cross-classified model than
a nested model using MCMC. However there is one restriction and that is
that we need unique classification identifiers. For example if we truly have
a three-level nested model with class 1 in school 1 and class 1 in school 2,
then these two classes will need unique identifiers if this model is fitted as a
cross-classified model to differentiate between the two class 1s.
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15.2 Notation

Browne, Goldstein & Rasbash (2001a) introduce notation for fitting cross-
classified and more complex models based upon the definition of a classifica-
tion. Rather than trying to introduce more complex indices that take account
of the crossings and nestings (as in Rasbash & Browne, 2001) they instead
simply give the response variable subscript ¢ to index lowest level units, and
then use the classification names for the subscripts of random effects. For
example consider the variance components model described first in Chapter
3. This was written there as:

normexamn;; ~ N(X B, ()
normexam;; = [o;;cons + Bistandlrt;;
Boij = Bo + uoj + €oij

In the classification notation we would rewrite this as:

normexam; ~ N(X B, Q)

normexam; = [3p;cons; + [ystandlrt;
2
50i = BO + u((J,s)chool(i) + €oi
As there may be many classifications, rather than using different letters for
each, we give a superscript to represent the classification number (note this
starts at 2 as we consider the lowest level as classification 1). To change be-
tween notations we can use the Notation button on the Equations window
that we earlier used for the alternative complex level 1 notation. We will
now consider a cross-classified example from the educational literature.

15.3 The Fife educational dataset

We will consider here an educational example from Fife in Scotland that is
also considered in the User’s Guide to MLwiN (Chapter 18). The data consist
of pupils’ overall exam attainment at age 16 (as with the tutorial.ws dataset
studied earlier) and several predictor variables, including a verbal reasoning
test taken at age 11 and information on social class and parent’s occupation.
The added complexity in the dataset is that we have information on both the
secondary school (ages 12 through to 16) in which the children studied and
the primary school (ages 5 through to 12) they attended prior to secondary
school. Not all the children from a particular primary school will attend the
same secondary school so we have two classifications that are crossed rather
than nested. The data consists of records for 3,435 children from 148 primary
schools and 19 secondary schools.

First we will load the dataset and look at the variable names:
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The Names window will appear as follows:

Column: Mame Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate | Window: Used columns @ Help

Name Cn n missing min  max categorcal description -
VT 3435 0 70

atain 2 3435 0 1 10 False Attainment score of pupils =t age sideen.

pid 3 34350 1 148 False Primary school identifying code.

sex 4 3435 0 0 1 False Pupils” gender (0=Mzale, 1=Female).

sC 5 3435 0 o 31 False Pupils” social class (scaled from low to high).

sd 6 B 0 119 Fakse Secandary school identifying code

fed 7 M43 0 0 1 False Fathers' education.

choice & 3435 0 1 False Chaice number of secondary school attended fwhere 1 is first choice, etc).

med 5 3435 0 0 1 False: Mathers' education

cons 10 3435 0 1 1 False Constant (=1).

pupil 11 3435 0 1 72 Fakse Pupil identifying code: -

We here see that our response variable (attain) is a score from 1 to 10 that
represents the pupils score on a school leaving exam. The intake ability
is measured by a score in a verbal reasoning test, (vrq) and we also have
predictors that represent gender (sex), social class (sc), father’s education
(fed), mother’s education (med) and the choice of secondary school that
they attend (choice where 1 is first choice and so on).

We can look at the dataset more closely by:

sid(3435) pupil(3435)
1.000 39.000

1.000 37.000
1.000 48.000
1.000 41.000
1.000 7.000

1.000 50.000
1.000 17.000
1.000 8.000

1.000 46.000
1.000 44.000

1
2
3
4
5
3]
7
g
9

—
=

The data have been sorted on primary school within secondary school. We
can see here that 8 of the pupils who attended primary school 1 then attended
secondary school 1. If we were to scan down the columns we would find that
the rest of primary school 1 went to two other secondary schools, 45 to
secondary school 9 and 1 to secondary school 18 (to see this quickly type
1355 or 3068 into the goto line box and this will take you to these groups
of pupils). So we can see that school 9 is the ‘main’ secondary school for
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primary school 1 with 83% of pupils attending it. In the entire dataset 59
of the 148 primary schools had all their pupils attend the same secondary
school after leaving primary school and only 288 pupils did not attend their
‘main’ secondary school. So although the dataset structure is not nested it
is close to nested and this helps the likelihood-based methods in the User’s
Guide to MLwiN (see Rasbash & Goldstein, 1994, for details). The degree
of ‘nestedness’ does not matter so much to the MCMC methods and in fact
it is probably easier to distinguish between two classifications if they are less
nested!

As the data are sorted on secondary schools and their effects will have hap-
pened closer (in time) to the exam response of interest we will first con-
sider fitting a two-level model of children within secondary school. We will
however use the classification notation from the start and define the three-
classification structure of the data.

This will have set up the 2 level variance components model and run it using
MCMC. The estimates in the Equations window will be as follows:
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attain, ~ N(XB, Q)
attain, = f, cons,
— 3
By, =5-608(0.166) +uf) 1 + ey,

3 £ )
[uﬁ,zm] ~N(@©0, o) : o= [0.489(0.210)]

[ea] ~NO. @) : @,=[89890219)]

PRIOR SPECIFICATIONS
p(Be 1
p(1/QS) ) ~ Gamma(0.001,0.001)
p(1/Q,;, ;) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 17291.800(3435 of 3435 cases in use)
UNITS:
sid: 19 (of 19) in use

pid: 303 (of 303) in use
MName + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

Here we see that there is significant variation between the secondary schools
and this accounts for 0.489/(0.4894-8.989)x100% = 5.1% of the total varia-
tion in exam marks.

We can compare the DIC for this model with a simpler model with no school
effects, and we see a reduction in DIC of 120 showing this is a much better
model. Also the 19 secondary school effects account for 18.2 —2 = 16.2 effec-
tive parameters so there are distinct differences between secondary schools.

Dbar | D(thetabar) pD DIC

17291.80 17273.61 | 18.19 | 17309.99

17429.27 17427.26 | 2.01 | 17431.28 | (no school effect)

15.4 A Cross-classified model

If we now consider adding in the effects of primary schools this can be done
simply via the Equations window.
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What you have actually just done is fitted a ‘nested’” model of primary school
nested within secondary school using IGLS. This can be confirmed by looking
at the Hierarchy viewer available via the Model menu.

level range total

pid(j}

pupil(i )

L3ID: 6, k=6of 19
N2 15, N1250

L3ID:2 k=20f 13
N213, N1159

L3ID: 3 k=30f 19
NZ 14, N1156

L3ID: 4 k=40f19
NZ 14, N1133

L3ID: 5. k=50f 19
N217., N1175

L3ID: 7 k=7of 19
NZ27. N1109

L3ID: 8 k=80f 19
N212, N1107

L31D: 5,k =90f 19
NZ10, N1114

L31D: 10,k = 10of 19
N2 17, N132

L31D: 11, k=110f 19
N2 32, N1234

L3ID: 12,k =120f 19
N223, N1253

L31D: 13 k=130f 15
N2 14, N1216

L31D: 14 k = 140f 19
N2 26, N1230

L31D: 15,k =150of 19
N2 14, N1147

L31D: 16,k =160f 19
N2 10, N1134

L3ID: 17, k=170of 19
N216, N1233

L3ID: 18 k=180f 19
NZ218. N1257

L31D: 19,k =190f 19
NZ13, NT1T1

Here you can see that MLwiN has treated the individual groups of pupils
that are from the same primary school and secondary school as separate
primary schools, for example the pupils in primary school 1 are treated as
three separate primary schools nested within secondary schools 1, 9 and 18
respectively. This results in 303 rather than 148 primary schools. To fit a
cross-classified model in IGLS instead involves following the procedures given
in Chapter 18 of the User’s Guide to MLwiN.

To fit the model (as cross-classified) using MCMC is however fairly simple.

The window will appear as follows:

Cross Classified Models
Treat levels as cross-classified ||

[] Muttiple Classfication level 2 :

[] Spatial Classffication {CAR) level 2 :
[] Muttiple Classfication level 3 :
[] Spatial Classffication {CAR) level 3 ;

Here we now simply have to click in the Treat levels as cross-classified
box and click on the Done button. If we now select the Hierarchy Viewer
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from the Model menu we get the alternative classifications viewer as shown
below.

Classifications EE.

classification  number of units  including missing

sid(3) 13 13
pid(2) 148 148
pupil(1) 3435 3435

Here we see that this viewer shows we have only 148 primary schools as we
are now taking account of the cross-classifications. After running the model
by clicking on the Start button we will get the following estimates:

Equations EE.
attain, ~ N(XB, )
attain, = f, cons,

=5.504(0.190) + &+ @
’80{

0.5idn) T Mo piapy T Coi

3 3 . 3)_
[HE,SJM@] ~N(©, @) : @)= [0.414(0.210)]

[H[(}izjaid(i)] ~ N, @) : oV = [1.153(0.215)]

[em] ~N(©, ) : Q,= [8.120(0.202)]

PRIOR SPECIFICATIONS
p(Bae 1
p(1/QS) ) ~ Gamma(0.001,0.001)
p(1/Q) ) ~ Gamma(0.001,0.001)
p(1/2,, ;) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 16940.564(3435 of 3435 cases in use)
UNITS:
sid: 19 (of 19) in use
pid: 148 (of 148) in use

Mame + - AddTerm Estimates [onlinear Clear Motation Responses Store Help Zoom 100 -

The estimates are fairly similar to those achieved using IGLS in the User’s
Guide to MLwiN although the variances for primary school (1.15 versus 1.12)
and particularly secondary school (0.41 versus 0.35) are higher. This is due
to the difference between mean estimates and mode (ML) estimates for the
skewed variance parameter posterior distributions. The trajectory plots con-
firm this for the secondary school variance:
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MCMC Diagnostics - sid : cons/cons E“E‘.

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (11638.4558 )
when q = (0.025.0.975 ).r =0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 15864

when k = 2 sigfigs and alpha = 0.05

sy y"™F g g

Summary Statistics
param name - O | posterior mean = 0.414 (0.005) SD =0.210 mode = 0.352
quantiles : 2.5% = 0.142, 5% =0.165, 50%=0.374, 95%=0.790, 97.5% =0.929

5 iterat meg everv iteration. Effective Samole Size (ESS)Y = 1111
Update Diagnostic Settings Help

We can also see that primary school is actually more important in predicting
the attainment score than secondary school. One possible reason for this
is that secondary schools are generally larger (see Goldstein, 2003). Here
primary school explains 1.15/(0.4141.154+8.12)x100% = 11.9% of variation
while secondary school only explains 0.41/(0.414+1.1548.12) x100% = 4.2%.
The DIC diagnostic again shows that this model is an improvement with a
reduction in DIC of over 250.

Dbar | D(thetabar) pD DIC
16940.56 16833.40 | 107.16 | 17047.73 | (with primary school)
17291.80 17273.61 | 18.19 | 17309.99 | (without primary school)

15.5 Residuals

As with nested models we can work out residuals for the various levels of
our model. This may be done via the Residuals window available from the
Model menu. We will look firstly at secondary school residuals:

e On the Residuals window, change the level box to 3:SID.
e Click on the Calc button.
e Click on the Plots tab, and if not selected, select residual x rank.

e Click on the Apply button.

The plot will then appear as follows:
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Here we see the lowest ranked secondary school has a very low residual and
may be an outlier. Clicking on the graph on this point we get:

Idertfy poirt | Ttles l Scale

clicked point (1.0351966873706,-1.396271
nearest data point = (1,-1.33068542452771), tem number

Do nothing
Leave out
Include
Absorb into dummy
Reset all

highlight{style 1)
highlight {style 2)
highlight{style 3)
highlight{style 4)
highlight{style 5)

| Aoy || Setsies | [ Apply |

Click on a point on a graph

showing that this is secondary school 19. We will revisit this plot after adding
in other variables. If we now look instead at the primary schools:
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Graph display: 10 EE.

cons

rank

Here we see the 148 primary school residuals. Here there is no evidence of
outliers. If we click on the lowest residual (rank 1) we get the following:

Graph options .

|dertify point | Titles IScaIe

clicked point (0.641078838174274 -2.16113424709755)
nearest data point = {1,-2.12352578736331), tem number
139, in columns (c305.c300)

In model
~ othing
Leave out Leave out
Reset all =| |Include
highlight (style 1) Absorb into dumnmy
highlight (style 2) Reset all
highlight (style: 3)
highlight (style 4)
highlight (style: 5) >
[ Aoy | setstves | [ pply |

Help | Click on a point on a graph

So we see here that the lowest ranked primary school is school number 139
and that even though the data are not nested the residuals screen can identify
correctly the primary school. Note however that unlike nested models we do
not get a level 3 identifier as primary school is not nested within secondary
school.

15.6 Adding predictors to the model

We have so far not considered any of the available predictors in our model.
We will firstly consider the effect of intake score (VRQ) in our model.
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The estimates produced are as follows:

attain, ~ N(XB, Q)
attain, = f, cons, + 0.160(0.003)vrq,
2)

By, = -10.033(0.279) + uf . - + u

0,5ty T o pid) T Cor

@) NP G
[u(),sid(!)] ~N(0, @) : Q= [0.016(0.019)]

(2) @5 . o0 _
[“o,mg] ~N(0, Q7) : Q7= [0.278(0.061)]

[ee] ~NO. ) : 2,=[42600.109)]

PRIOR SPECIFICATIONS

(B a1
p(BPe 1
p(1/QS)) ~ Gamma(0.001,0.001)
p(1/Q) ) ~ Gamma(0.001,0.001)
p(1/Q,, ;) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 14724.865(3435 of 3435 cases in use)
UNITS:
sid: 19 (of 19) in use
pid: 148 (of 148) in use

Mame + - AddTerm Estimates [Monlinear Clear Motation Responses Store Help Zoom 100

The predictor, vrq, explains not only a large amount of the residual variation
but also a large amount of the differences between secondary schools and
between primary schools. Of the remaining variation, 6% is explained by
primary schools and less than 0.4% by secondary schools. The DIC diagnostic
gives:

Dbar | D(thetabar) pD DIC
147724.86 14644.21 | 80.66 | 14805.52 | (with vrq)
16940.56 16833.40 | 107.16 | 17047.73 | (without vrq)
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which shows a reduction in DIC of over 2000! It is also interesting that the
effective number of parameters is reduced and this is clearly because VRQ is
explaining many of the differences between secondary schools and between
primary schools.

We can continue adding in the other predictor variables and retaining signif-
icant predictors. In this case all predictors tested apart from gender (SEX)
are significant. The model with all significant predictors can be obtained by:

When the 5,000 iterations have been run we get the following estimates:

attain, ~ N(XB, Q)
attain, = 8, cons, + 0.155(0.003)vrq, + 0.027(0.003)sc, + 0.215(0.092)fed, +
0.219(0.086)med, + -0.118(0.054)choice,
_ 3 @
By =-9.726(0.294) + 1§,y 0 + US40 + g,

[ (3) 3y . 0B —
_“o,szd{a] ~N(0, Q) : Q= [0.014(0.017)]

[, 2y . 0@ =
1) 0] ~N0. @) - 2P =[0.206(0.052)]

o] ~N(O. @) : @,=[4171(0.10%)]

Deviance(MCMC) = 14651.560(3435 of 3435 cases in use)
UNITS:

sid: 19 (of 19) in use

pid: 148 (of 148) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

Here we see that on average a pupil’s attainment is higher if they come from
a higher social class, if their parents are better educated or if the school they
attend is their first choice. Adding the additional predictors has the effect of
reducing the DIC diagnostic by 80 and again reducing the effective number of
parameters slightly, suggesting more of the differences between schools have
been explained by the additional predictors.
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Dbar | D(thetabar) pD DIC
14651.56 14575.02 | 76.54 | 14728.10
14724.86 14644.21 | 80.66 | 14805.52

CHAPTER 15.

(without additional predictors)

The secondary school variance is very small and if we now look at the resid-
uals plot of the school residuals against rank (see instructions earlier on how
to produce this) we see that the residual for school 19 is still lowest and looks
like an outlier. (Note that a number of error messages may crop up during
the estimation here. It is safe to ignore them by clicking the OK button.)

We will therefore consider fitting a dummy variable for school 19 and remov-
ing secondary school from the model.

After the 5,000 iterations have completed our estimates are as follows:
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Equations E@.
attain, ~ N(XB, Q)

attain, = B, cons, + 0.155(0.003)vrq, + 0.027(0.003)sc, + 0.214(0.092)fed, +
0.225(0.086)med, + -0.124(0.056)choice, + -0.632(0.244)school19,
_ (2)
Bo; = -9-646(0.290) +u) . + e,

2 L) N 2) _
6] ~NO. 22 : 2P =[020900.053)]
lea] ~NCO. @) : @ =[116800.103)]
Deviance(MCMC) = 14649.388(3435 of 3435 cases in use)

UNITS:
pid: 148 (of 148) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100 -

We can see that school 19 has a significant negative effect on attainment and
if we look at the DIC diagnostic we see an improvement in DIC diagnostic
of 3.4.

Dbar | D(thetabar) pD DIC
14649.39 14574.03 | 75.36 | 14724.74 | (with secondary school 19 only)
14651.56 14575.02 | 76.54 | 14728.10 | (with all secondary school effects)

So in adding the predictors to our model we have explained all the secondary
school variation down to a difference between school 19 and the rest of the
secondary schools. This of course means that, for the Fife dataset, we now
no longer need to fit a cross-classified model. Therefore if we were to re-
sort the data on primary school we could have fitted the final model directly
using IGLS or MCMC. Some people may think this is disappointing but with
only 19 secondary schools to start with it is unlikely that we will find much
variation and in fact we now have a more parsimonious model. It may be
interesting for the researchers to now go and investigate why school 19 was
a potential outlier.

15.7 Current restrictions for cross-classified
models

As has been shown in this chapter it is now possible to quite easily fit cross-
classified models in MLwiN using MCMC, although not all features have
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been updated to account for these models. For example currently the Pre-
dictions window does not account for cross-classified random effects and will
therefore give error messages if it is used. It should also be noted that the
starting values that MCMC gets for the residuals will be based on the values
obtained from the nested model and so will often be meaningless. It is possi-
ble by running the MCMC and other commands in the Command interface
window to fit the separate IGLS two-level models and store these residuals in
columns to be used as starting values, but generally the MCMC routines are
robust to the nested model starting values. Currently cross-classified models
can be fitted using IGLS, but only via additional commands that transform
the cross-classified model into a constrained nested model.

Chapter learning outcomes




Chapter 16

Multiple Membership Models

In the last chapter we considered cross-classified models and introduced the
concept of a classification. All the classifications we considered were what we
would describe as ‘single membership’ classifications. This means that every
lowest level unit is a member of one and only one classification unit. For
example each pupil in the tutorial.ws dataset belongs to one and only one
school and each woman in the bangl.ws dataset belongs to one and only
one district.

It is however possible that we cannot (or do not want to) assign each lowest
level unit to exactly one classification unit. This may be due to movements
between units over the time period for which the data were collected. For
example if our response is exam scores at 16 then some pupils will have been
educated in more than one school and thus we may want to account for the
effects of all schools. Alternatively our response may have been produced by
the aggregation of units. For example in veterinary epidemiology the unit of
measurement may be flocks of chickens and each flock may be produced from
individual parent birds from several parent flocks, each of which has an effect
on the child flock (see Browne, Goldstein & Rasbash, 2001a, for details).
Both of these scenarios are examples of ‘multiple membership’ classifications.

Formally we can define a multiple membership classification as a map ¢ from
the set © of N lowest level units to the set ® of M classification units such
that each individual, n; € © is mapped to a subset (possibly of size 1) ®; of ®.
So the single membership classifications are a special case where every ®; is
of size 1. We will firstly consider in this chapter a (simulated) example from
employment statistics that has a multiple membership classification, and
finish the chapter with a look at the combination of multiple membership
models and cross-classified models known as multiple membership multiple
classification (MMMC) models (Browne et al., 2001a).

237
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16.1 Notation and weightings

In the last chapter we introduced a new notation for use with classifications.
We can extend this classification to deal with multiple membership classifi-
cations. When we have a multiple membership classification, a single lowest
level unit will have a random effect for each ‘classification unit’ they belong
to. Generally, to avoid lowest level units that belong to many classification
units being given too much influence in the model, we assign weights for
each pairing of lowest level unit and classification unit. These weights typi-
cally sum to 1 for each lowest level unit and we can write a simple multiple
membership model of pupils nested in multiple schools as:

yi ~ N(XB,Q)
Yi = PoiToi
Boi = Bo + Z wfj)u(()? + €o;
jE€school (i)

Here we have a classification school and the weight wg? is the weight assigned
to the random effect for school j in the equation for pupil .. What quantities
to use as weights is an interesting question. If we have no information other
than that each pupil went to a particular selection of schools over the period
of their education then equal weights would be logical. If however we know
how long they spent in each school then we could use this information to

create weights proportional to the times spent in each school.

Both of these methods are making an assumption that the effect of a school
is some fraction of the amount of time spent in all schools by each pupil and
hence the weights for each pupil sum to 1. An alternative approach would
be that schools have an instantaneous effect that is equal for all pupils no
matter how long they spend there. We could of course fit this instantaneous
effect by having weights of one for each pupil by school combination but this
will make comparison of the between schools variance and residual variance

difficult.

16.2 Office workers salary dataset

We will consider as an example a simulated dataset meant to represent the
yearly salaries of randomly sampled office workers.

e Select Open Sample Worksheet from the File menu.
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The Names window will appear as follows:

Column: Mome Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate | Window: Used columns o Help
Mame Ch n missing  min max categorical ~ description -~
3022 0 1 3022 Unique office worker identifying code.
company 2 3022 O 1 141 False |dentifying code for company worked for over the last 12 manths.
company2 3 3022 0 1] 141 False If worked for >1 company overthe last 12 months, identifying code for second company.
company3 4 3022 0 o 140 False If worked for »2 company over the last 12 months, idertifying code for third company.
companyd 5 3022 O 0 131 False ¥ worked for >3 company over the last 12 monthe, identifying code for fourth comparny.
age B 302 0 16 B5 False Age of worker.
pattime 7 3022 O o 1 False Part or fulltime (O=Fultime, 1=Partime).
=3 8 3022 0 1] 1 False Sex of worker (0=Male, 1=Female).
cons 8 3022 0 1 1 False Constant (=1}
eamings 10 3022 0 24 1356 False
logeam 113022 0 08754688 4509703 False
numjobs 12 3022 O 1 4 False The number of companies worked for overthe last 12 months.
weight! 13 3022 0 0.0192308 1 False
weight3 14 3022 0 o 0.9807692 False
weight2 15 3022 0 o (1R False
weightd 16 3022 0 o 04 False
ewl 7wz 0 0.25 1 Falss
ew2 18 3022 0 0 05 False
ewd 19 3022 0 o 0.334 False
ewd 20 3022 0 o 025 False
agedd 21 3022 0 24 25 False Age of worker, centered on 40 years. v

Here we have as a response variable earnings, the amount (in thousands of
pounds) that 3,022 workers earned in the last financial year. Most individ-
uals worked for one company although some individuals worked for more,
either because they work part time or because they changed job in the time
period. For these individuals we have information on the names of all (up
to 4) companies they worked for in columns labelled company, company2,
company3 and company4. There are 141 companies in the dataset and
we also have the fraction of time the individuals worked for each company
and this is stored in columns weightl to weight4. As predictors for salary
we have the individual’s age, sex, the number of jobs they worked on and
whether they worked full or part-time.

We can firstly plot a histogram of the earnings:

The graph will then appear as follows:
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_ Graph display: 1 E@.
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As is common with earnings data, the graph shows that the response is highly
skewed to the right with the majority of people earning less than £40,000
while a few individuals earn over £100,000. Therefore it is probably better
to consider a log transformation of the response and instead fit a Normal
model to log.(response).

The column logearn was created via the command CALC 'logearn' =
LOGE ('earnings') and is the (natural) logarithm of earnings. If we now
plot a histogram of this variable instead (by changing the y column to lo-
gearn) we will see the following:

Graph display: E@.
330+ ] __
220+ B B
110+
0 1 I I
1.1 22 3.3 4.4

Here we see a much more Gaussian shape to the histogram suggesting that
this will be a better variable to use as a response in a Normal response model.
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16.3 Models for the earnings data

We will firstly consider fitting some simple regression models to the earnings
data. The two predictors we will consider first are age-40 and numjobs
which represent the age of the workers (roughly centred) and the number of
companies they have worked for in the last 12 months.

Upon finishing the 5,000 iterations we get the following estimates:

logearn, ~ N(XB, Q)
logearn, = 3, cons, + 0.012(0.001)age-40, + -0.130(0.024)numjobs,
By; =3.080(0.031) + ¢,

[e] ~N©. @) : @,=[0:327(0.009)]

Deviance(MCMC) = 5199.679(3022 of 3022 cases in use)
Mame + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100

So we see that older workers earn on average more whilst people who work
for more companies in a year earn on average less. For example the average
40 year old with 1 job earns e*>%-013=19 1k whilst the average 40 year old
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with 2 jobs earns e3087926=16.8k. Note that due to the log transformation
these estimates will be median earnings rather than means.

If we look at the DIC diagnostic we see that it confirms what we see from
the significance of the predictors, that both predictors are important.

Dbar | D(thetabar) | pD DIC
5199.68 5195.62 | 4.06 | 5203.74 | (age + numjobs)
5228.58 5225.56 | 3.03 | 5231.61 | (age only)
5361.67 5359.66 | 2.01 | 5363.69 | (neither)

We can now consider our two other predictor variables, gender and whether
the person works full or part-time:

Upon convergence we see the following estimates:

logearn, ~ N(XB, Q)

logearn, = 8, cons, + 0.011(0.001)age-40, + -0.033(0.024)numjobs, +
-0.212(0.020)sex, + -0.388(0.037)parttime,

B, =3.086(0.031) + ¢,

[em] ~N(O0, Q) : @ = [0.306(0.008)]

Deviance(MCMC) = 4989.960(3022 of 3022 cases in use)
Mame + - AddTerm Estimates [Monlinear Clear Motation Responses Store Help Zoom 100

Here we see that both being female (sex = 1) and being a part time worker on
average reduces your salary. It is interesting that putting these two variables
into the model has reduced the negative effect of the number of jobs and
it is now not significant. If we compare the DIC diagnostic for this model
with the previous model, and a model with numjobs removed we see the
following:
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Dbar | D(thetabar) | pD DIC
4989.96 4983.98 | 5.98 | 4995.94 | (this model)
5199.68 5195.62 | 4.06 | 5203.74 | (age + numjobs only)
4990.83 4985.82 | 5.01 | 4995.84 | (numjobs removed)

So it seems that the numjobs predictor is not important. If we now look at
the correlations between the predictors:

Correlations
parttime | sex numjobs
parttime | 1.0000
sex 0.0399 1.0000
numjobs | 0.2908 0.1014 | 1.0000

We can see here that there are (small) positive correlations between numjobs
and both sex and parttime and so the significant effect for numjobs in the
earlier model was a surrogate for the actual effects due to gender and part-
time/full-time.

16.4 Fitting multiple membership models to
the dataset

We can now consider accounting for the effects of the various companies on
the earnings of the employees. If we look at the distribution of the number
of jobs variable:

1 2 3 | 4| TOTALS
N | 2496 | 472 | 52 | 2 | 3022

We can see that in our dataset changing company is not a common phe-
nomenon and so we could firstly fit a simple 2-level model that accounts for
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only one company per individual. This would be the type of model we would
have to fit if, for example, we only collected the current employer for each
individual. For our dataset we will consider just fitting the company that
appears in the column company which will be the first in numerical order
of the companies each individual works for.

After running for 5,000 iterations the results are as follows:

logearn, ~ N(XB, Q)

logearn, = 8, cons. + 0.011(0.001)age-40, + -0.212(0.019)sex, +
-0.400(0.033 )parttime,

By =3-039(0.024) +ul) o +ep,

(2) @y . 0@ —
[uﬂ,canwam-(ﬂ] ~N(0, Q ) Q- = [0.052(0.008)]

[e.] ~N0. 2) : @,=[0.25300.007)]

Deviance(MCMC) = 4421.618(3022 of 3022 cases in use)
UNITS:
company: 141 (of 141) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

So here we see that the first company of each employee explains 0.052/(0.052+0.253)
= 17% of the remaining variation. If we look at the DIC diagnostic:

Dbar | D(thetabar) pD DIC
4421.62 4311.72 | 109.90 | 4531.52
4990.83 4985.82 5.01 | 4995.84 | (no random effects)

Here we see that the random effects have reduced the DIC by over 400 and
so are very important. There are also 110 — 5 = 105 effective parameters
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for the 141 actual random effects so there are many important and distinct
company effects.

If we now want to fit the multiple membership model we need to use the
classifications window that we looked at in the last chapter:

The window should look as follows:

Cross Classified Models
Treat levels as cross-classified [v]

[] Muttiple Classffication level 2 :

e —

weight 1

We now need to click on the Done button to apply the settings. Note that
MLwiN assumes that the identifier columns are in sequential order, so in this
example company (column c2) contains the first set of identifiers and the
other three sets must be in the columns ¢3—c5 respectively. The same is true
for the weight columns with columns ¢13—c16 named weightl to weight4.
Note that if an observation is associated with less than 4 companies then
both the identifier and weight for the extra companies should be set equal to
zero. We have here used a system of filling in the end columns with zeroes
although the order of the columns does not matter, as long as the ith weight
column matches up with the ith identifier column.

After running for 5,000 iterations we get the following estimates:
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logearn, ~ N(XB, Q)
logearn, = f, cons, + 0.011(0.001)age-40, + -0.217(0.019)sex, +
-0.404(0.032)parttime,

_ @,@
By =3-040(0.025) + T, omaV U+ €,

@ @ . 0@
[ ] ~N(©, o?) : o= [0.059(0.009)]

Uy company(i)

[eo] ~N00. 2) : @,=[0.247(0.006)]

Deviance(MCMC) = 4354.605(3022 of 3022 cases in use)
UNITS:
company: 141 (of 141) in use

Mame + - AddTerm Estimates PMonlinear Clear Motation Respeonses Store Help Zoom 100

So accounting for all the companies explains 0.059/(0.059+0.247) = 19.3%
of the variation. More importantly if we look at the DIC diagnostic we
see that the DIC diagnostic has been reduced by over 60 and the number
of effective parameters has increased, suggesting again many important and
distinct company effects.

Dbar | D(thetabar) pD DIC
4354.60 4240.64 | 113.97 | 4468.57
1421.62 131172 | 109.90 | 453152 | (no MM)

16.5 Residuals in multiple membership mod-
els

We can look at the individual company effects via the Residuals window.
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e (lick on the Apply button.

The residual graphs will then appear as shown below. Interestingly a couple
of the companies with the highest residuals look like potential outliers.

Graph display: 10 EE.
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Looking at a plot of the (raw) residuals against normalized scores also shows
similar behaviour:

Graph display: 10 EE.
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We can consider fitting separate terms for these two companies and treating
these as fixed effects. Clicking on their residuals identifies them as companies
54 and 67. Normally we could use the graph window to create dummy vari-
ables for these two companies, but we cannot currently do this for multiple-
membership models as MLwiN would currently only select individuals who



248 CHAPTER 16.

have company = 54 (67) and ignore the other 3 potential companies. We can
however currently create the two columns using the Command Interface
window.

Upon running for 5,000 iterations we get the following estimates:

logearn, ~ N(XB, Q)

logearn, = 8 cons, + 0.011(0.001)age-40, + -0.217(0.019)sex, +
-0.411(0.032)parttime, + 0.748(0.187)companyno54, +
0.851(0.209)companyno67,

By =3.028(0.022) + %, Mﬂwgag) +ey,

[ug)zgammy(z)] ~N(@, &) : Q¥ = [0.045(0_007)]

[eo] ~NO. ) : @,=[0.2480.007)]

Deviance(MCMC) = 4356.696(3022 of 3022 cases in use)
UNITS:

company: 141 (of 141) in use
Mame + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100
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Here we see that the two companies both have large positive coefficients and
the company level variance has reduced from 0.059 to 0.045. If we look at
the DIC diagnostic for the new model we see that it has been reduced by a
further 4 suggesting this is a slightly improved model:

Dbar | D(thetabar) pD DIC
4356.70 4248.63 | 108.07 | 4464.77 | (with 2 additional fixed effects)
4354.60 4240.64 | 113.97 | 4468.57 | (with all random effects)

16.6 Alternative weights for multiple mem-
bership models

We have so far used weights that are proportional to the time spent in each
job and, as this is a simulated dataset, these were the weights that were
actually used to generate the response variable. It is possible however to
consider using other weightings, for example we could look at the effect of
using equal weights so that each company you work for has an equal effect
on your final salary.

Upon running for 5,000 iterations we get the following estimates:
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Equations EE.
logearn, ~ N(XB, Q)

logearn, = f, cons, + 0.011(0.001)age-40, + -0.216(0.019)sex, +
-0.411(0.033)parttime, + 0.774(0.193 )companyno54, +
0.849(0.212)companyno67,

Bo; = 3.027(0.023) + 3, w4+ o

=company())*V 1,7 10y

[H(zn

@y . 0@ =
Ucompam'(fj] ~N(0, Q) ) Q= [0.045(0.00?)]

[e.] ~N0. 2) : @,=[0.24900.007)]

Deviance(MCMC) = 4369.362(3022 of 3022 cases in use)
UNITS:
company: 141 (of 141) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100 -

The estimates are not greatly different from those we got when using the pro-
portional weights earlier. This is probably because few respondents change
job. However if we now look at the DIC diagnostic we see:

Dbar | D(thetabar) pD DIC
4369.36 4261.93 | 107.43 | 4476.80 | (equal weights)
4356.70 4248.63 | 108.07 | 4464.77 | (proportional weights)

So we can see that the equal weights give a DIC that is 11 higher, which
suggests that this is a worse model. This is not surprising given that we used
the proportional weights to generate the response. However this shows that
the DIC diagnostic is useful for choosing between possible weighting systems.

16.7 Multiple membership multiple classifi-
cation (MMMC) models

In the past two chapters we have considered both cross-classified and multiple-
membership models. Of course we can think of models that combine both
these advancements in one model. For example in our above analysis we may
also have information on what secondary school the workers attended and
use this as a classification that is crossed with the multiple-membership clas-
sification for companies. We call such models multiple membership multiple
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classification (MMMC) models and Browne, Goldstein & Rasbash (2001a)
give general MCMC algorithms for fitting such models. In their paper you
will find two large examples from veterinary epidemiology and demography;,
which are too large to include in this manual. We will however consider the

third example on Scottish lip cancer in the next chapter where amongst other
models we will fit an MMMC model.

One other innovation in Browne et al. (2001a) is the ‘classification diagram’.
When fitting MMMC models using MCMC estimation, knowledge of nesting
relationships is not needed to implement the algorithms. For a simple sum-
mary of the model, however, it is useful to see the nesting relationships and
so we advocate the use of a ‘classification diagram’. A classification diagram
consists of boxes to represent each classification with arrows to represent
nesting between two classifications, single arrows for single membership re-
lationships and double arrows for multiple membership relationships.

Below are classification diagrams for the two examples in the last two chap-
ters.

Primary School Secondary School Company

A A

Pupil Worker

Chapter learning outcomes




252 CHAPTER 16.



Chapter 17

Modelling Spatial Data

In this chapter we will consider one particular dataset that has a spatial
structure and discuss what models we can fit to such a dataset. The term
spatial data will mean different things to different people. Here we will be as
general as possible and consider collecting data at a variety of sites and also
collecting some measure of the location of the sites. Of course we can analyse
spatial data in the same way as any other dataset, for example in Chapter 11
we considered counts of melanoma mortality for different areas (locations)
and simply fitted variance components models. However generally when we
have spatial data we also wish to account for the effects of the locations.

How we adjust for location will depend on whether we have single obser-
vations at particular locations or estimates for contiguous areas. We can
account for the effect of location in the first case by simply fitting func-
tions of position, for example fitting polynomials in orthogonal directions or
by considering point-process modelling. In the second case we are usually
interested in fitting models that account for spatial correlation.

In earlier chapters we have considered fitting two level nested models and
here we are assuming a correlation between individual level one units in the
same level 2 unit. In a spatially correlated model we assume that the corre-
lation between observations is some function of the spatial distance between
them. In this chapter we will consider an epidemiological dataset of lip cancer
incidence in Scotland.

17.1 Scottish lip cancer dataset

The dataset consists of observed counts of male lip cancer for the 56 regions of
Scotland over the period 1975-1980 and was analysed in Clayton & Kaldor
(1987). Research has focused on the effect of sun exposure on lip cancer
deaths using the surrogate measure, percentage of the workforce working in
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outdoor occupations. The data are stored in the worksheet lipsl.ws. First
we will open up the worksheet and look at the variable names.

Here we see that for each of the 56 regions (area) we have observed cases
of lip cancer (obs) and an expected count based on population size and mix
(exp). As in the Melanoma example in Chapter 11 we have calculated the
log of the expected count and this can be found in the column offs. The
predictor of interest is perc_aff, which is the percentage of the region who
work in agriculture, fishing and forestry and which ranges from 0% to 24%.
We also have the neighbourhood structure for the regions, which is stored
in columns neighl to neighl1l. Each region borders up to 11 other regions
and the region numbers are stored in these columns.

Column: Name Description Toggle Categorical = Data: View Copy Paste Delete | Categories: View Copy Paste Regenerste Window: Used columns o Help
MName Cn n  missi.. min max categon... 1 -
area 1 56 0 1 56 False. Region ID.
cons 2 5 0 1 1 False Constart (=1).
obs 3 B 0 o 39 False Observed cases of lip cancer.
ep 4 5% 0 1.1 887 False Expected count.
perc_aff 5 56 O 0 24 False Percentage of the region who work in agricutture, fishing and forestry.
offs & 5 O 0.0953102 4.48526 False Log of the expected count
denom 7 56 O 1 1 False Denominator (=1).
neighl & 56 0 1 44 False First neighbours.
neigh2 9 56 O 0 48 False Second neighbours.
neigh3 0 5% 0 o b5 False Third neighbours. -

17.2 Fixed effects models

We will firstly fit a simple constant risk model, which assumes that there is
an underlying risk of getting lip cancer which is constant across the whole
population and any deviations from this risk in particular regions are simply
random Poisson variation. Note that in this chapter we will again use the
notation introduced in Browne, Goldstein & Rasbash (2001a). We can set
up this model as follows:
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Note that here we have set up the response and its Poisson distribution. We
have also defined the (potential) full structure of the dataset, which is not
important for this first model but will be used later. Both classifications 1
and 2 are defined as area because there is only 1 observation per area and
so classification 2 will be used to account for over-dispersion in later models.
We have also defined the offset parameter to be offs. We now need to set up
the predictor variables. We will start with just an intercept term.

As always we will run the model using IGLS first for starting values.

When the 5,000 iterations are finished we get the following estimates:

obs, ~ Poisson(r,)

log(ir,) = offs, + -0.001(0.043)cons,

var(obs |r) =,

PRIOR SPECIFICATIONS

p(By) @ 1
Deviance(MCMC) = 589.712(56 of 56 cases in use)

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store _
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We see that the estimate of the fixed effect is approximately zero. All this
is saying is that on average the observed count equals the expected count,
which is to be expected. This is because the offset is the expected count. If
instead the offset had been the number of people in the population at risk
then the intercept would equal the observed log-rate. More importantly we
get an estimate of the Poisson deviance for the model and we can get the
DIC diagnostic for this model from the Model menu:

Dbar | D(thetabar) | pD | DIC
589.71 588.70 | 1.01 | 590.72

We have one covariate of interest, perc_aff which is the percentage of the
population working in outdoor activities and we can add this to the model
as follows:

We can now run this model:

When the estimation finishes we get the following estimates:

obs, ~ Poisson(r,)

log(,) = offs, +-0.542(0.068 )cons, + 0.074(0.006)perc_aff,

var(obs |m) =,

PRIOR SPECIFICATIONS

=448.575(56 of 56 cases in use)

- AddTerm Estimates MNonlinear Clear Motation Responses Store _
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Here we see that the percentage of workers in agriculture, forestry and fishing
is a significant predictor of lip cancer incidence with a positive association.
This model fits a lot better as the DIC diagnostic shows:

Dbar | D(thetabar) | pD | DIC
448.58 446.60 | 1.98 | 450.55 | (with predictor)
589.71 588.70 | 1.01 | 590.72 | (without predictor)

17.3 Random effects models

As with the melanoma example in Chapter 11 the next step is to consider
fitting random effects to explain the remaining variation in the data. The
simplest model here is to fit a variance components model where each region is
given an (exchangeable) random effect, and these random effects are assumed
to have a Normal distribution. This will now mean that for our 56 data
points we are fitting 58 parameters (2 fixed effects and 56 random effects) but
this is allowed as the random effects are linked by their Normal distribution
assumption, so in terms of effective parameters we are fitting less than 58
parameters.

As we also saw in Chapter 11, Poisson models often produce highly auto-
correlated chains and so for the rest of the models in this chapter we will
increase the lengths of the stored MCMC chains to 50,000. We will consider
methods of improving mixing of chains for Poisson models in later chapters.
To fit the variance components model we need to do the following:

Upon completion of the 50,000 iterations we will get the following results:
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Equations E@.

obs, ~ Poisson(x,)
log(x,) = offs, + 8, cons, + 0.068(0.014)perc_aff,
Bo; = -0-491(0.159) + u)

0, area( )

[H(zn ] ~N(0, ) : Q¥ = [0.335(0.113)]

0,area(f)

var(obs,|1.) =,

PRIOR SPECIFICATIONS

p(fp) @ 1

p(f)a 1

p(1/Q%);) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 270.523(56 of 56 cases in use)
UNITS:

area: 56 (of 56) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store  _

Here we see the variance of the random effects appears to be quite large
(0.384) and the deviance has been reduced considerably. To compare the
models we can look at the DIC diagnostic:

Dbar | D(thetabar) pD DIC
270.46 230.67 | 39.79 | 310.24 | (with random effects)
448.58 446.60 | 1.98 | 450.55 | (with no random effects)

The DIC diagnostic is reduced by 140 suggesting a substantially improved
model, and we can also see that the 58 parameters translate to only 40
effective parameters.

17.4 A spatial multiple-membership (MM) model

We have so far not taken account of the spatial relationships in the dataset
apart from assuming the areas are separate entities. In the lip cancer data
the only spatial information we have is a list of which regions border each
other. In other words we have, for each region, its nearest neighbours. We
will therefore consider two sets of random effects in our model. Firstly we
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will consider the exchangeable area random effects that we have already fitted
and then a multiple membership set of random effects for the neighbours of
each region. This means that the rate of lip cancer in each region is affected
by both the region itself and its nearest neighbours.

This model can be set up as follows:

The Classification information window should now look as follows:

Cross Clazsfied Models
Treat levels as cross-classified [v]

] Muttiple Classfication level 2 -
[] Spatial Classfication (CAR) level 2 :
[¥] Muttiple Classfication level 3 -

ot

Weights start column g

The weight columns contain equal weights for each neighbouring region that
sum to 1. This means that a region with four neighbours will have weights
of 0.25 for the four neighbouring regions (stored in columns weightl to
weight4 with zeroes in the columns weight5 to weight11). As in the last
chapter the neighbouring region identifiers are stored in sequential columns
starting from neighl and there are at most 11 nearest neighbours for each
region.

To run the model we now need to do the following:
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After the 50,000 iterations have run the results will be as follows:

Equations EE.
obs; ~ Poisson(r,)
log(,) = offs, + B cons, + 0.048(0.015)perc_aff,
3) (3 2
By =-0.290(0.210) + X, s Uy + U

3) Gr . o8 =
[I{U,neighj(g')] "”N(O, QH ) . Qi{ = [1205(0483)]

[62s] ~NO. @) - @2 = [0.056(0.056)]

0, area(i)
var(obs,|T,) =,

PRIOR SPECIFICATIONS
p(Bpal
p(B)a l
p(1/Q{y ;) ~ Gamma(0.001,0.001)
p(1/Q{F ) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 269.833(56 of 56 cases in use)
UNITS:
neighl: 56 (of 56) in use
area: 56 (of 56) in use

Mame + - AddTerm Estimates Nonlinear Clear Notation Responses Store Help Zoom 100 -

The deviance for this model is reduced slightly but we have added another
set of 56 random effects making a total of 114 parameters for 56 data points!
Interestingly, if we look at the DIC diagnostic, adding this second set of
parameters actually reduces the effective number of parameters:

Dbar | D(thetabar) pD | DIC
269.83 236.81 | 33.02 | 302.86 | (exchangeable + MM)
270.46 230.67 | 39.79 | 310.24 | (exchangeable random effects only)

The DIC diagnostic shows that this model is a large improvement on the
last model. To explain the reduction in effective parameters, comparing the
last models it can be seen that the variance associated with the exchangeable
random effects is greatly reduced by the addition of the second set of effects.
As the effective number of parameters for these random effects lies somewhere
between 0 and 56 and a variance of 0 would be equivalent to an effective
number of parameters equal to zero, then a reduction in the variance implies
a reduced effective number of parameters. Obviously this has to be balanced
by the additional parameters due to the second set of random effects and so
here the reduction must be greater than the effective number of parameters
introduced by the additional set of random effects.
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Langford et al. (1999) described the use of multiple membership models in
spatial applications using pseudo-likelihood methods. They also extended
the model to include a correlation between the two sets of random effects.
This extension could also be done using MCMC but is currently not available
in MLwiN.

17.5 Other spatial models

There are more standard ways of fitting spatial models using MCMC to
Poisson data and these are based on the conditional autoregressive (CAR)
prior (Besag et al., 1992) that was originally used in image analysis. These
priors were used on the Scottish lip cancer dataset originally in Breslow &
Clayton (1993).

The CAR prior is a spatial smoothing prior and CAR models differ from
the multiple membership (MM) model we have just looked at because the
individual random effects are not independent. We can write a CAR model
as follows:

obs; ~ Poisson(;)
log, () = log, (exp,) + Xiff + ulpy
2 (2
U( ) ~ N(u( ) 02(2)/Tarea[i]>

areali] areali]’ " u

where @2 Z w? U(Q)/Tarea[i]

areali] = areali],j J
jEneighbour(areai])

This model has only one set of random effects, although it is also possible
to fit a model with an additional set of exchangeable random effects as we
will show later. The difference between the CAR model and the MM model
is that whilst the MM model has rarea) random effects for each observation,
where 74reali] 15 the number of neighbours for region ¢, the CAR model has one
random effect for each observation. These random effects have as expected
value the average of the surrounding random effects. Note to make the CAR
model identifiable we either need to constrain the random effects to sum to
0 or remove the intercept from the model (as shown above).

17.6 Fitting a CAR model in MLwiN

CAR models are not standard multilevel models and so have only been added
to MLwiN for the MCMC methods and haven’t been extensively tested. We
therefore suggest you compare the results produced for any CAR model with
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the results from the WinBUGS package. To set up the above CAR model
we need to do the following:

The Classifications window should now look as follows:

Cross Classified Models
Treat levels as cross-classified [v]

Mean Certre random effects [
[ Multiple Classffication level 2 :
[ Spatial Classification {CAR) level 3 :

Hmberof coumns
iestea et o

|D start column

W

Note that previous versions of MLwiN only allowed one set of CAR residuals.
In this version of MLwiN you can mean centre the random effects and in
this case more than one set of CAR residuals are permissable. Also for the
CAR model (unlike the MM model) we must give the column for the first
set of neighbours on this screen as the classification given in the Equations
window now gives the actual area codes for each observation. This is because
for CAR residuals we need to know both the neighbouring regions and the
actual region, whereas MM residuals are not always used for spatial models
and hence do not always have an associated actual classification (see example
in Chapter 16). Also the CAR procedure typically uses weights of 1 for
all observations, as these weights will then be divided by the number of
neighbours in the model (n;).
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We now need to run this model:

After the 50,000 updates have run we get the following results:

obs, ~ Poisson(r,)

log(,) = offs, + 0.036(0.013)perc_aff, + ugigm(a{:mlsf

["gﬁm@] ~NGES) e O ) s 9= [0.537(0_191)]

-(3) - 3) .03
U0, arua(s) ~ Ljeneighbour area() area(%0j” T areats)

var(obs 1) = 7,

PRIOR SPECIFICATIONS

r(B) el
p(1/QF ) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 268.797(56 of 56 cases in use)
UNITS:

area: 56 (of 56) in use

area: 56 (of 56) in use

Mame + - AddTerm Esti Monli Motation Store Help Zoom 100

If we compare this model to the multiple membership model via the DIC
diagnostic we get the following estimates:

Dbar | D(thetabar) pD | DIC
268.80 240.36 | 28.43 | 297.23 | (CAR model)
269.83 236.81 | 33.02 | 302.86 | (MM model)

Here we can see that the CAR model shows an improvement of 5 over the
multiple-membership model. Browne, Goldstein & Rasbash (2001a) did
some other comparisons between the CAR and MM models on the lip cancer
dataset and also found a slight improvement with the CAR model.

Here we see that we get an estimate for the effect of the outdoor activity
predictor and the variance of the CAR residuals but no estimate for the
intercept. We can still get a point estimate for the intercept by calculating
the residuals and finding their average.
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The following results will appear:

N | Missing | Mean s.d.
¢300 | 56 | 0 -0.20885 | 0.58642

So we see the intercept estimate is —0.211. (Note the s.d. here does not
correspond to the standard error for this parameter).

We can now consider fitting this model in WinBUGS. To save the worksheet
in WinBUGS format we need to do the following:

If we now start up WinBUGS and read in the file car.bug as a text file (from
the directory it was saved) we will see the following (note you will need to
change the Files of type box to All files (*.*) to see the file car.bug) :

#WINBUGS 1.4 code generated from MLwiN program

#--—-MODEL Definition-------------=--

model

{

# Level 1 definition

for(i in 1:N) {

obs[i] ~ dpois(mul[i])

log(mul[i]) <- offs[i] + betal[l] * perc_aff[i]

+ carmean + u3[areal[i]] * cons[i]

}

# Higher level definitions

u3[1:n3] ~ car.normal(adj[],weights[],num([],tau.ul3)
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# Priors for fixed effects
betal[l] ~ dflat()

carmean ~ dflat()

# Priors for random terms
tau.u3 ~ dgamma(0.001000,0.001000)
sigma2.u3 <- 1/tau.u3

}

Here we see the model definition has the special function car.normal that
defines the CAR residuals and accounts for the weights and neighbouring re-
gions. The BUGS code also monitors the intercept, which is called carmean
in the above code.

Note that the BUGS examples volume II (Spiegelhalter et al., 20000) also
contains this lip cancer example dataset.

We can now set up the model and load in the data and initial values via the
Specification window available from the Model menu (see Chapter 7 for
details). We will monitor the parameters beta, carmean and sigma2.u3
by using the Samples window available from the Inference menu. Here you
should also change the beg box to 501 to allow a burnin of 500 iterations.

Now select the Update window from the Model menu and modify the
number of updates to 50,500 (500 for the burnin) and click on the Update
button.

Once the updating has finished we can use the Samples window to get
estimates. If we type * in the node box and click on stats we get the
summary statistics for all monitored parameters as shown below:

node mean sd MC error 2.5% median  97.5%
beta[l] 0.03494 0.0131 2.802E-4 0.008248 0.03521 0.05976
carmean -0.2036  0.1201 0.00249 -0.4365 -0.2037 0.03364
sigma2.u3 0.5671 0.2001 0.002295 0.2702 0.5359 1.042

Here we see a reasonable agreement with the MLwiN estimates and we ad-
ditionally get the standard error for the intercept term.

17.7 Including exchangeable random effects

As was mentioned earlier we can extend our model to include exchangeable
random effects as we did for the multiple membership model. This model is
often described as a convolution model (Besag et al.,; 1992). To set up the
model in MLwiN we need to do the following:
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Upon completion of the 50,000 iterations the estimates are as follows:

obs, ~ Poisson(r,)
log(,) = offs, + 0.037(0.013)perc_aff, + ugzlm(gconsi + ugzma(ﬂconsi

[ué?im(o] SN, e Q115 ) - 9= [0.490(0.191)]

%) _ 3),,0)
U area(t) ~ Lyenesghbouw(arwat)™ wea(t ;! T areatt

[ufim(a] ~N(, @) : ¥ = [0.023(0.032)]

var(obs,|t,) = 7,

PRIOR SPECIFICATIONS
p(B) ol
p(1/Q4y ) ~ Gamma(0.001,0.001)
p(1/Q4F ;) ~ Gamma(0.001,0.001)
Deviance(MCMC) = 268.003(56 of 56 cases in use)
UNITS:
area: 56 (of 56) in use

area: 56 (of 56) in use
Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

The deviance has been reduced slightly but if we look at the DIC diagnostic
we see that this model is slightly worse due to its added complexity, although
there is not much difference in DIC value.

Dbar | D(thetabar) | pD | DIC
268.00 238.38 | 29.63 | 297.63 | (Convolution model)
263.80 940.36 | 28.43 | 207.23 | (CAR model)
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17.8 Further reading on spatial modelling

There is a very large literature in spatial statistics and here we have only
mentioned a few of the possible spatial models. Mollie (1996) gives a good
overview of spatial modelling of epidemiology data from a Bayesian perspec-
tive. Lawson et al. (1999) and Elliott et al. (2000) are also good books on
the subject of spatial epidemiology. WinBUGS has an add-on package called
GeoBUGS (Thomas et al., 2000), which includes further features in spatial
modelling including facilities to read in data from maps. Lawson et al. (2003)
gives further details of fitting spatial models in both MLwiN and WinBUGS.

Both WinBUGS and MLwiN use univariate updating routines for Poisson
models and CAR models are one class of models where the block-updating
Metropolis methods of Rue (2001) can be used efficiently (see Knorr-Held &
Rue, 2002). We also consider other methods for improving mixing in Poisson
models in chapters 23 and 25.

Chapter learning outcomes
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Chapter 18

Multivariate Normal Response
Models and Missing Data

We have so far concentrated on problems where we have one distinct ‘re-
sponse’ variable that we are interested in and any other variables in our
dataset are treated as predictor variables for our response. Whether a vari-
able is chosen as a predictor or a response in an analysis generally depends
on the research questions that we have formed. Sometimes factors such as
collection time will govern our choice, for example in the tutorial dataset it
would not make much sense to treat the exam scores at 16 as predictors for
the London reading test scores which were taken five years earlier.

We may find however that our research questions result in us identifying
several variables as responses. We could then fit models to each response
variable in turn using the techniques we have so far discussed. This will result
in separate analyses for each response variable, but we may also be interested
in correlations between the responses. To investigate these correlations we
would have to fit the responses as a multivariate response vector.

Another area where multivariate modelling is useful is the treatment of miss-
ing data. Generally when we fit a univariate model with missing responses,
the missing data have to be discarded unless we make some additional as-
sumptions and impute values for them. In multivariate modelling we will
often have incomplete response vectors but we can still use such data by
imputing the missing responses using the correlations that have been found
from the complete records (see later).

In this chapter we will firstly consider a dataset with two responses and com-
plete records for every individual. This dataset is a subset of a larger dataset,
which also includes individuals who have one or other response missing. We
will then analyse the complete dataset. We finally look at a dataset with
more variables and show how we can use a multivariate multilevel model to
perform multiple imputation (Rubin, 1987). In this chapter we will consider

269
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continuous responses only but will consider how to deal with other response
types in Chapter 19.

18.1 GCSE science data with complete records
only

We will firstly consider a dataset of pupils’ marks from the General Certificate
of Secondary Education (GCSE) exams taken in 1989. The examination
consisted of two parts, the first being a traditional written question paper
(marked out of 160 but rescaled to create a score out of 100) and the second
being coursework assignments (marked out of 108 but again rescaled to create
a score out of 100). The dataset consists of data on 1905 students from 73
schools in England although we only have complete records on 1523 students.
First we will open up the worksheet and look at the variable names:

The variables will then appear as follows:

Identifying code for each school flevel Zunit). |
|dentifying code for each pupil (evel 1 unit).
Gender of pupil, with levels (0=Male, 1=Female).

Exam score.
Coursework score.
Constant (=1).

Here we see the two response variables, written and csework, identifiers
for the student and the school for each observation and one gender-based
predictor variable female. As with analysis of univariate responses we can
start by considering simple summary statistics and single level models.

We will first look at some summary statistics for the two responses:

The window should now look as follows:



Averages and Correlation IEHE.

Operation
) Averages
@) Comelation

[] Weights Column
[7] Storein

Calculate

Help

schoal
student
female
written
csework
cong
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If we now hit the Calculate button we will get the following estimates:

Output [=][=]@
-»COFMatrix 2 ‘Wwritten' 'csework' ”~
1523 observations
Means
written csework
46.937 73.429
5.D.'= =
written caework
13.492 16.436
Correlations

written csework
written 1.0000
cgework 0.474%9 1.0000
b

Zoom 100 ~ Copyastable Clear Include cutput from system generated commands
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So here we see that the average coursework marks are higher than the written
marks, coursework marks are more variable than written marks and there is
a fairly high positive correlation (0.475) between the pairs of marks.

18.2 Fitting single level multivariate models

To fit multivariate models in MLwiN the software needs to create the correct
format for the data. In earlier versions of MLwiN this was done via a special
Multivariate window but now can be done directly via the Equations
window. Perhaps the simplest multivariate model we could fit would simply
replicate the summary statistics above and we will now show how to construct

such a model.

e Select Equations from the Model menu.

e (Click on the Responses button at the bottom of the window
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The Responses window should now look as follows:

[#] Full level 2 covariance matrix

The Y variable window will now appear and indicates that one level has
been set up with identifiers in a column labelled resp_indicator. As ex-
plained in the User’s Guide to MLwiN, the IGLS algorithm in MLwiN fits
multivariate models by the clever trick of considering them as univariate
models with no random variation at level 1 (an additional level which is cre-
ated underneath the individual level). This can be achieved by transforming
our original data by replication and pre-multiplication by indicator vectors
that identify which variable is associated with each response. Note that this
is done automatically by the software if we set up more than one response
variable.

For example if we have the two equations

Written; = Cons X (31 + uy;

Csework; = Cons X (35 + uo;

then we can stack the two response columns into one response column as
follows:

Resp,, = I(r = 1)xConsx f1+1(r = 2)xConsx fo+I(r = 1) xXuy+1(r = 2)xusg;

Here 7 is 1 for a written response and 2 for a coursework response and the
function I(z) is equal to 1 if z is true and 0 otherwise.
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To set up a single-level multivariate model we now need to specify the indi-
vidual level identifiers and the intercept terms in the Equations window (as
we would for a univariate model):

The Specify term window will then look as follows:

® uncentred () by groups defined by ‘
) grandmean O around value ‘l]

Cancel

As you can see there are two options for adding terms into the multivariate
model. Firstly, as we will use here, we can add Separate coefficients
which will add one term to each response equation. Alternatively we can
use the add Common coefficient option, which allows the user to specify
which responses will share a common term. This is useful if we have several
responses that we believe have the same relationship with a given predictor.

Click on the add Separate coefficients button and we will see the following:

respy; ~ N(XB, Q)
resp,; ~ N(XB, Q)

resp, = ﬁocons.wntteng

resp,, = ﬁlcons.cseworky

(0 of 0 cases in use)

MName + - AddTerm Estimates MNonlinear Clear Motation Responses Store _

We now need to specify the random part of the model:
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This will produce (after clicking on the + and Estimates buttons twice) the
following IGLS estimates:

resp,; ~ N(XB, )

resp,. ~ N(XB, Q)

resp,; = ﬁojcons.wriﬂ:eng

By =46.937(0.346) +

resp,; = ﬁljcons.cseworkg

By, =73.429(0.421) + uy,

181.923(6.593)

105.248(6.287) 269.975(9.783)

[u"f ~N(0, Q) : Qu=[

Hyy

-2*loglikelihood(IGLS Deviance) = 24706.238(3046 of 3046 cases in use)
UNITS:
student long: 1523 (of 1523) in use

Name + - AddTerm Estimates [Monlinear Clear Notation Responses Store Help Zoom 100

Here if we compare our results with the earlier summary statistics we see that
the means are represented in the model by the fixed effects. The variance
matrix in the model at level 2 will give variances that are approximately equal
to the square of the standard deviations quoted earlier. Note however that
IGLS is a maximum likelihood method and so the variances here are based
on a variance formula using a divisor of n whilst RIGLS and the standard
deviations earlier use a divisor of n — 1 (i.e. we get exactly the same results
as before if we switch to RIGLS). The covariance here can also be used along
with the variance to give approximately the same estimate for the correlation
quoted earlier.

If we now want to fit this model using MCMC we need to do the following;:
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e Change Estimation method to MCMC.
e Click on the Start button.

After the 5,000 iterations have run we get (after pressing the + button once
again) the following estimates:

Equations BE

respy; ~ N(XB, Q)
resp,. ~ N(XB, Q)
respy; = ,BUJ,.cons .written{.j.
By =46.941(0.345) + uy,
resp,; = B, cons.csework,,
By, =73.432(0.424) + uy,

[um N9 o [182.269(6.638) ]

uy, 105.412(6.216) 270.570(9.897)

PRIOR SPECIFICATIONS

p(ﬁ[]) al
p(ﬂ1) al
p(Q,) ~ inverse Wishart,[2¥S 20]. S = [181.923
105.248 269.975

Deviance(MCMC) = 24711.268(3046 of 3046 cases in use)
UNITS:
student long: 1523 (of 1523) in use

Mame + - AddTerm Estimates Monlinear Clear MNotation Responses Store Help Zoom 100 -

Here we see that MCMC gives slightly larger variance estimates but this is
mainly because the estimates are means rather than modes and the parame-
ters have skew distributions. As with univariate models we can now use the
DIC diagnostic for model comparison. The deviance formula for multivariate
Normal models is:

N
- Z (yi — )5, (i — 0i)

i=1
Selecting MCMC /DIC diagnostic from the Model menu we get the fol-
lowing:

N 1 .
Deviance = -5 log(2m) — 5 log ‘Zu

Dbar | D(thetabar) | pD DIC
24711.27 24706.25 | 5.02 | 24716.29
25099.52 25095.50 | 4.02 | 25103.54 | (separate models)
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Here as with other one level models the pD diagnostic corresponds almost
exactly to the correct degrees of freedom. We can compare this model with
a model that assumes no correlation between responses and hence separate
models for each response and we see a large reduction of DIC.

18.3 Adding predictor variables

As with single response models we can now add predictor variables to our
model as fixed effects. In this dataset we only have one additional predictor,
the sex of the individual students. To add new variables into a multivariate
model we need to use the Add Term window.

This will add the additional two fixed effects, one to each of the response
equations. We can now run the model:

After running for 5,000 iterations we get the following estimates:
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resp,; ~ N(XB, Q)

resp,, ~ N(XB, Q)

resp,, = j3cons.written . + -3.327(0.698 )female.written,
By; = 48.895(0.537) + 1

resp,, = ,Slj.cons.cseworkg. + 6.257(0.84l)female.cseworkg

By =69.739(0.650) + uy,

[ug,. [179.765(6.604) ]
/| ~N@©, Q) : Q=
) 110.675(6.339) 261.637(9.553)
PRIOR SPECIFICATIONS
p(B e 1
p(B)ael
p(By) a1
p(By) e 1
p(L,) ~ inverse Wishart,[2*S ,20], S =]179.228
[110.285 260.558]

Deviance(MCMC) = 24566.185(3046 of 3046 cases in use)
UNITS:

student long: 1523 (of 1523) in use

Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

Equations EE.
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Here we see that girls do 6.3 points better on average at coursework but 3.3
points worse on average at the written paper. If we compare our model with
the last model via the DIC diagnostic we see a significant reduction in DIC,
which is to be expected given the two gender effects are both significantly

larger than their standard errors.

Dbar | D(thetabar) | pD DIC

18.4 A multilevel multivariate model

24566.19 24559.21 | 6.98 | 24573.16 | (with gender effects)
24711.27 24706.25 | 5.02 | 24716.29 | (without gender effects)

We can now consider the effect of school attended on the exam score. As
there are 73 schools we will fit the school effects as random terms and this
results in a two level multivariate response model which is treated in MLwiN
as a three level model (with the responses treated as an additional lower
level). In the bivariate case the school attended can affect both responses
and so we will have two school level effects for each school and these could
be correlated. This will result in a 2x2 school level variance matrix. To fit
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this model we firstly need to return to the Equations window and define
our additional level.

We now need to add the two sets of random effects in the Equations window
and run the model using firstly IGLS and then MCMC.

After running for 5,000 iterations we get the following estimates:
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Equations EE.
respy ; ~ N(XB, Q)

resp,; ~ N(XB, Q)

resp, ;. = ,BUJ.kcons .writtengk +-2.464(0.5 99)female.\witten¥k
ﬁUJ,.k =49.628(0.985) + v, + Upy

resp, =}81J.kc0ns.csework¥k + 6.963(0.7IU)female.cseworkUk
ﬁl;k =69.803(1.262) + v, + Uy

Vor 52.197(10.749)
~N(0, Q) : Q =

Vi 29.107(10.281) 79.696(16.015)
U, 125.441(4.600)

Y ~N, @) @ =
_Hlfk 74.417(4.413) 184.120(6.847)
PRIOR SPECIFICATIONS
p(6y) a 1
p(f) a1
p(B)a 1
p(f;) a 1 _
p(€2,) ~ inverse Wishart,[2¥S 20], S = [49.305

27.349 74.747

p(Q,) ~ inverse Wishart,[2*S ,20], S = [124.974
74.144  183.497

Deviance(MCMC) = 23524.145(3046 of 3046 cases in use)
UNITS:
school long: 73 (of 73) in use

student long: 1523 (of 1523) in use

Mame + - AddTermn Estimates MNonlinear Clear Motation Responses Store Help Zoom 100 -

If we were to compare the multilevel model to the single level model via the
DIC diagnostic we will see the following:

Dbar | D(thetabar) pD DIC
23524.14 23397.53 | 126.61 | 23650.76 | (multilevel model)
24566.19 24559.21 6.98 | 24573.16 | (single level model)
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Here we see that the multilevel specification reduces the DIC by roughly
900 suggesting a much better model. The effective number of parameters
(126.66) is slightly less than the 153 parameters in the model.

As with the univariate models in earlier chapters we have partitioned our
unexplained variation into that which is due to the schools and that which
is due to the students.

Here the school level explains 29.3% (52.197/(52.197+125.441)) of the re-
maining variation in the written scores and 30.2% (79.696/(79.696+184.120))
of the remaining variation in the coursework scores. There is also a fairly
strong positive correlation between responses at the school level (0.45) sug-
gesting that schools with high average coursework scores also have high av-
erage written scores.

We can investigate this further by looking at the school level residuals for
this model.

The school residuals have been stored in columns ¢300 and ¢301. We can
now look at ‘caterpillar’ plots of the residuals as we have seen in earlier
chapters:

Two ‘caterpillar’ plots (minus the highlighting) will appear as shown below:
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Graph display: 10 E“E‘.

cons.written
v

HAhL N
OO ;oMo oM
Il l l l | l l l

rank

rank

In the graphs we have highlighted (in various colours) the highest and lowest
performing school for each response, and two other schools that are interest-
ing as we will see in the next plot. As we have two residuals we can also look
at pair-wise comparisons, which construct a 2 dimensional representation of
the above caterpillar plots.

e Select the Residuals button in the pair-wise box.
e (lick on the Apply button.

The following graph will then appear:

Graph display: 10 E@.
15—+ E
" A A
10+ N A‘ A& ‘ A
£ 5+ A
5 Ay A
I S N
s 5] = AAA A 3
g A Ad
10+ A ‘ i A A A A
154 “ A A A
20 | | | | \ \
7_10 1|5 -1|0 ‘|5 (ll é 1b
cons.written

Here we see the school effects for both the written and coursework scores
and we see why the two additional schools have been highlighted. School
22710 (highlighted yellow in the top left of the graph) has a below average
written test effect but an above average coursework effect whilst school 67105
(highlighted grey in the bottom right of the graph) has an above average
written score but a below average coursework. The reason these schools are
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interesting is that the written test score was externally marked whilst the
coursework score was internally assessed but externally moderated. Thus
it would be interesting to investigate these schools more closely to confirm
whether the difference in scores is due to actual disparities between pupils’
practical and examination abilities or due to differences between external and
internal assessment.

18.5 GCSE science data with missing records

The analyses we have performed so far would be appropriate if we had com-
plete records for all the data collected, but in our dataset we have other
partial records that we have so far ignored. Ignoring missing data is dan-
gerous because this can introduce biases into all the estimates in the model.
We will now consider how to deal with missing data in a more sensible way.
There are many techniques that deal with missing data and these can be
split into two families: First imputation-based techniques that attempt to
generate complete datasets before fitting models in the usual way to the im-
puted data. Secondly model-based techniques that include the missing data
as a part of the model, and hence fit more complex models that account for
the missing data.

Imputation-based techniques are usually simpler but may perform worse if
they fail to account for the uncertainty in the missing data whilst model-
based techniques may become impractical for more complex problems. In this
example we will consider a model based MCMC algorithm for multivariate
Normal models with missing responses. Then for our second example we will
consider an imputation technique called ‘multiple imputation’ (Rubin, 1987)
which gets around some of the lack of uncertainty in the missing data by
generating several imputed datasets.

Firstly we will load up the complete data for the Science GCSE example:

e Select Open Sample Worksheet from the File menu.

e Select gcsemvl.ws from the list and click on the Open button.

The Names window will then appear as shown below. It should be noted
here that the missing data has been coded globally (you can use the Op-
tions/Numbers window to do this with your own data) as missing rather
than —1 as in the example in the User’s Guide to MLwiN.
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Names E@.

Column: MName Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate | Window: Used columns © Help

Mame Cn n missing  min max categorical  description -

school 1 1905 10 20920 84772 False School identification

student 2 1305 0 1 5521  False Student identffication

female 3 1805 0 0 1 False Gender, with levels (0=Female, 1=Male).

agemths 4 1505 0 186 510 False Age in months
5
6

written 1905 202 0625 90 False Score on the written component
csework 1905 180 9.2593 100 False Score on the coursework component
cons 7 1505 0 1 1 False Constant (= 1) v

We can now repeat the earlier analyses using this complete dataset. We
will ignore the simpler model and consider firstly the single level model with
gender effects that we fitted earlier. We can set up this model in an identical
way as described earlier so if you are unsure of how to do this refer back to
the earlier sections. In MLwiN the IGLS and MCMC methods fit this model
using different approaches which are both equivalent to assuming a ‘missing
at random’ or MAR assumption (Rubin, 1976). The IGLS method, due to
the clever trick of treating the multivariate problem as a special case of a
univariate problem, can simply remove the missing rows in the longer data
vector, which contains one row for each response. (See the User’s Guide to
MLwiN for more details).

The MCMC method considers the missing data as additional parameters in
the model and assumes an independent uniform prior for each missing re-
sponse. Then the missing records have Normal posterior distributions (mul-
tivariate Normal for individuals with more than one missing response) and
the Gibbs sampling algorithm is extended to include an additional step that
generates values for the missing data values at each iteration in the sampling.

To run the two approaches on our dataset we need to do the following:

Set up the single level model with gender effects as described earlier.
Click on the Start button.

Change Estimation method to MCMC.

Click on the Start button.

When the 5,000 iterations for the MCMC method have finished the Equations
window will look as follows:
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Equations EE.
resp,; ~ N(XB, Q)

resp,, ~ N(XB, )

resp; = ﬁgj.cons.wrirteng + -3.435(0.648)female.writteny
ﬂﬂj =48.798(0.500) + Uy,

resp,. = ﬁlf.cons.cseworkg +5 .89l(0.788)female.cseworky

By, = 69.839(0.610) + uy,

7 176.757(6.034)

T ~NO, Q) Q=
Uy 108.046(5.811) 258.032(8.654)
PRIOR SPECIFICATIONS
p(fy) a1
p(B) o 1
p(fy) a 1
p(By o 1
p(2,) ~ inverse Wishart,[2*S ,20], S = [176.184

107.650 257.101

Deviance(MCMC) =30681.181(3428 of 3810 cases in use)
UNITS:
student long: 1905 (of 1905) in use

Mame + - AddTerm Estimates Monlinear Clear MNotation Responses Store Help Zoom 100 -

Notice that we now have 3428 responses observed and 382 responses missing
out of our total of 3810 responses. The results we see here are fairly similar
to those for the complete records only, although the female difference effects
have changed from 6.25 to 5.89 on coursework and —3.32 to —3.43 on written
examination. If we look at the DIC diagnostic for this model we get the
following:

Dbar | D(thetabar) pD DIC
30681.18 30292.23 | 388.95 | 31070.13

We cannot compare this diagnostic with other previous models as we now
effectively have a new dataset. However what is interesting is that the ef-
fective number of parameters (pD) is approximately 389, which equals the
number of missing responses (382) plus the number of parameters (7). So we
can see clearly that the MCMC algorithm treats missing data as additional
parameters in the model. Note that an alternative here would be to refor-
mulate the deviance function to marginalize out the missing data and this
would give different pD and DIC estimates.
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We can now look again at the multilevel model considered earlier with the
complete cases:

After running this model we get the following results, which are again similar
to the estimates for the complete case data:
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Equations EE.
resp, ;. ~ N(XB, Q)

respy; ~ N(XB, Q)

resp, . = B, cons.written . + -2.482(0.565)female.written

By = 49.366(0.895) + v, +uy

resp,, = B, cons.csework,, +6.756(0.674)female.csework
= 2 ;

ﬂu‘k 69.605(1.132) + v, + Uy

Vor 49.722(10.243)
~N(0, Q) : Q=
Vi 26.207(9.851) 79.503(15.848)
; 124.951(4.344)
<N, @) : Q=
- 73.108(4.176) 180.545(6.277)
PRIOR SPECIFICATIONS
p(fy) o 1
p(B) a1
p(B,) o 1
p(f) a1 ]
p(£2) ~ inverse Wishart [2*S 20], S = [46.813
24.878 75.166
p(€2,) ~ inverse Wishart,[2*S 20], S = [124.634
73.003 180.098

Deviance(MCMC) =29389.194(3428 of 3810 cases in use)
UNITS:

school long: 73 (of 73) in use

student long: 1905 (of 1905) in use

Mame + - AddTerm Estimates Monlinear Clear MNotation Responses Store Help Zoom 100 -

The DIC diagnostic again shows a great improvement in fitting a multilevel
model:

Dbar | D(thetabar) pD DIC
29389.19 28878.14 | 511.05 | 29900.25 | (multilevel model)
30681.18 30292.23 | 388.95 | 31070.13 | (single level model)

The MCMC method is generating values at each iteration for the missing data
and we may be interested in the values generated. Currently MLwiN does
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not allow the user to store the chains of these missing values but summary
statistics are available.

The window should then look as follows:

(®) Calculate summariss () Calculate 1imputation

Column number for estimates

Store 5Ds [+
Column number for SDs =301 v
| Cacuate | | Done | [ MVovemds

Now click on the Calculate button and then the Done button to store the
results and close the window.

The window should look as follows:

resp_indicator(3t resp(3810) c300(3810) c301(3810)
written 23750 23750 0.000

MISSING 51.206 12575
MISSING 36.759 10.406
71.256 71.296 0.000
39375 39375 0.000
76.852 76.852 0.000
36.875 36.875 0.000

Here we see that the first individual had a missing coursework response,
which on average in the chain has estimate 51.2 with a standard deviation
of 12.6. The second person has a missing written exam score which has
predicted value 36.8 with a standard deviation of 10.4. Currently MLwiN
only allows an MAR assumption for the response values although it is hoped
that in future releases we will include options that allow informative prior
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distributions for missing data. Note that there are other modelling techniques
for handling non MAR data but we shall not discuss these here.

18.6 Imputation methods for missing data

As mentioned earlier there are two families of techniques that can be used
for missing data; imputation and model based methods. The model-based
methods as we saw in the last example make special provisions in the model
for the missing data. The imputation-based methods however are techniques
that are used prior to modelling. We can think in fact of imputation tech-
niques as being two stage techniques where the first stage involves imputing a
complete dataset and the second stage involves modelling using this complete
dataset.

The imputation step can be deterministic, for example simple imputation
techniques involve substituting missing data with a determined value. A
simple example of this determined value is the mean for the variable. Alter-
natively a model can be created for the variables to be imputed, for example
a regression model and this model can then be used to generate predicted
values to replace the missing values. Of course the model will give a point
estimate and a standard error for each missing observation and so we could
use an alternative approach of generating a random draw from the predictive
distribution (under the imputation model) of the missing observation. This
will then produce a stochastic imputation procedure.

The disadvantage of imputation-based methods is that once the complete
dataset is generated all uncertainty about the missing values is lost. Mul-
tiple imputation (Rubin, 1987) aims to bridge the gap between standard
imputation-based methods and model-based methods by using a stochastic
imputation procedure several times. Then we can perform our modelling
on each of these N imputed complete datasets and use for each parameter
estimate an average of the N estimates produced by the datasets, along with
a standard error that is constructed from a combination of the variance for
each dataset and the variance between the datasets. So for a parameter 6 we
have an estimate

>
I

with variance V() =V + (1+ N~)B

==

where V =

N

>0

z;l 1 2
S V(f;) and B= —— (9 . é)
=1

==

This approach would be equivalent to a model based approach if N was very
large but even an NV as small as 5 will give a reasonable approximation.
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For more details on missing data and multiple imputation we recommend
Schafer (1996). In this section we will simply show how to generate imputed
datasets using multivariate multilevel models in MLwiN. The effectiveness of
the imputation procedure will depend on the imputation model used. Typi-
cally single level multivariate normal models that take account of correlation
between variables are used in multiple imputation. However it may be more
appropriate to use a multilevel multivariate model as an imputation model
(note that such models have been used independently in Schafer, 1997).

18.7 Hungarian science exam dataset

This dataset was analysed in Goldstein (2003) and is part of the Second
International Science Survey carried out in 1984. The data we are using is
the component from Hungary and consists of marks from six tests taken by
2,439 students in 99 schools. Of the six papers, three are core papers in
earth sciences, biology and physics which were taken by all students whilst
the other three are optional papers, two in biology and one in physics of
which no student took all three. Although these tests were marked out of
different totals ranging from 4 to 10, Goldstein (2003) converted each test to
have scores between 0 and 1. Here we will use instead scores between 0 and
10 as these are closer to the original marks.

e Select Open Sample Worksheet from the File menu.
e Select hungaryl.ws from the list and click on the Open button.

The variables in the dataset are as follows:

Names [=/=]E=

Column: Name Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate | Window: Used columns © Help

Name Chon missing min max  categorcal = description A
ischool 1 2439 0 1018 14015 Falee Identifying code for each school {evel 2 unit).
female 2439 0 0 1 False Gender indicator (0=Male, 1=Female).

2
es_core 3 o 10 False Core Earth Sciences test result
biol_core 4 2435 0 0 10 False Core Biology test result.
biol_r3 5 o 10 False Optional Biology test result
biol_rd 6 2439 1233 0 10 False Optional Biology test result.
phys_core 7 2435 0 0 10 False Core Physics test result.
physr2 8 2435 1213 o 10 False Optional Physics test result
cons 5 2439 0 1 1 False Constant(=1).
student 10 2439 0 1 2433 False |dentifying code for each student {evel 1 unit). v

Here we see the two level identifiers, school and student, the six test scores
that are stored in columns ¢3—c8 and one additional predictor female which
indicates the sex of each student. As with the earlier example we could try
and fit several different models to the dataset and compare the DIC diagnostic
to find the ‘best’ model, here however we skip this stage and fit the model
that Goldstein fits in his book.

To set up the model we first need to set up the model structure using the
multivariate window.
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This will set up the responses and the Equations window should look as
follows:

resp; ~ N(XB, Q)
resp, ~ N(XB, Q)
resp, ~ N(XB, Q)
resp, ~ N(XB, Q)
resp; ~ N(XB, Q)

- AddTerm Estimates [onlinear Clear Motation Responses Store Help Zoom 100

We now need to specify the level identifier variables and the predictor vari-
ables:

We have now added the fixed effects into the model and we now need to add
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the random effects.

After the IGLS model converges you should get fixed estimates as shown
below. Note that due to the rescaling of the dataset these estimates are ten
times the estimates in Goldstein (2003).

resp,; = ﬁojkcons.es_coregk +-0.03 0(0.059)female.es_core§k
B = 8:380(0.077) + vy, + gy

resp,; = ﬁljkcons.biol_coregk + -0.151(0.066)female.biol_core§k
ﬁljk =7.106(0.100) + v, + Uy

respy; = ﬁzikcons.biol_rfiyk + 0.040(0.125)ff:n:laln::.biiol_r3_iﬂt

ﬁ?ﬁ =6.844(0.109) + v, + Uy

resp,; = ﬁ3jkcons.biol_r4§k + -0.492(0.138)female.biol_r4§k

ﬁ3jk =5.913(0.168) + vy, + Uy

resps; = ﬁ4jkcons.phys_coregk +-0.696(0.073 )female.phys_coregk
ﬁ4jk =7.520(0.115) + v, + Uy

respg = ﬁsjkcons.phys_rZyk + -0.696(0.116)female.phys_r2yk
ﬁsjk =6.636(0.128) + v, + Usy

] [
- AddTerm Estimates [Nonlinear Clear Motation Responses Store Help Zoom 100

We will now consider fitting this model using MCMC. Although this model is
itself interesting we are using it purely as an imputation model and are more
interested in the missing values imputed than the fixed effect and variance
estimates. To use multiple imputation it is desirable to have independent
samples from the posterior distributions of the missing data. Consequently
we will run for a burn-in of 500 as usual and then store the values every
thousand iterations. To get our first sample we will do the following;:

After the estimation finishes (which may take a couple of minutes) we need
to then do the following;:
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This will generate the first imputed dataset. It should be noted here that
the values stored are the actual chain values after 1000 iterations and NOT
the means of the sets of 1000 values. We can now repeat the procedure four
more times by in turn changing the Monitoring Chain Length to 2,000,
3,000, 4,000 and 5,000 iterations and clicking on the More button. Then
each time we can change the Output column on the Missing Data screen
to €32, ¢33, ¢34 and c35 respectively and generate an imputed dataset.

It should at this point be noted that we could have written a macro to
generate these datasets that would use the MCMC and DAMI commands
(see the Command manual). After generating the 5 datasets we can view the
results in the data window:

The data will then look as follows:

resp_indicator(1¢ resp(14634) c31(14634) c32(14634)
10.000 10.000 10.000
bicl_core 7.000 7.000 7.000
biol_r3 10.000 10.000 10.000
biol_r4 MISSING 4.931 6.165
phys_core 6.000 6.000 6.000
phys_r2 4286 4.286 4.286
es_core B6.667 B6.667 B6.667
biol_core 6.000 6.000 6.000
biol_r3 MISSING 6.778 9239
biol_r4 7.500 7.500 7.500
phys_core 7.000 7.000 7.000
phys_r2 10.000 10.000 10.000
es_core 8333 8333 8333
biol_core 2.000 3.000 8.000
biol_r3 10.000 10.000 10.000
biol_r4 7.500 7.500 7.500
phys_core 5.000 5.000 5.000
phys_r2 MISSING 6.586 4.851

L B R e T T
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=]
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[==]

Here we see the data for the first three individuals in the dataset. As can
be seen they each have one missing paper and the values for these papers
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have been generated from the respective posterior distribution. It should be
noted at this point that in this model we are treating marks as continuous
Normally distributed variables. This of course means that the imputed marks
will follow these Normal distributions rather than the smaller set of values
possible in the test. We are actively researching methods to impute ordered
categorical data, although Schafer (1996) considers this subject in a non-
multilevel context in great detail. Recent work under the REALCOM project
has extended the missing data capabilities of MLwiN but this is described in
its own documentation.

We will return to this dataset in Chapter 20 when we consider multilevel
factor analysis modelling. In the next chapter we continue looking at multi-
variate responses and consider mixed response models and correlated resid-
uals/patterned variance matrices.

Chapter learning outcomes
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Chapter 19

Mixed Response Models and
Correlated Residuals

In the last chapter we introduced modelling of multiple responses and con-
centrated on responses that are all continuous variables. We assumed that
these responses have a multivariate Normal distribution with unknown mean
vector and variance matrix. In this chapter we will consider two extensions
to such a model. Firstly we will consider how to fit mixtures of Normal
and Bernoulli distributed variables. We will consider an example from edu-
cation where we have a continuous English exam mark and a dichotomous
behavioural measure. We will introduce some structure into the lowest level
variance matrix to cater for the Bernoulli responses. Secondly we will con-
sider more generally introducing specific structures into the variance matrix
at the lowest level in particular for use with repeated measures. Here we con-
sider an animal growth dataset and consider how to include auto-correlated
residuals at the lowest level. The topic of MCMC modelling of constrained
variance matrices is covered in Browne (2006).

19.1 Mixed response models

In the last chapter we concentrated on responses that are continuous vari-
ables. However as we saw in Chapters 10-13 not all response variables have
continuous distributions as some responses may be counts or dichotomous
variables. When we have mixtures of response types (as with models with all
continuous responses) we wish to model correlation between the responses
in addition to adjusting for predictors. This is difficult as we have different
distributional assumptions for our different responses. The iterative proce-
dures used in MLwiN have to use quasi-likelihood methods when some of
the responses are non-Normal and this involves linearizing the non-Normal
responses. This will result in estimates for covariances (correlations) at the
lowest level, although what form the joint distribution of the responses at

295
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this level has is not known.

If we use MCMC estimation we can currently only fit mixtures of Normal
and Binomial responses, and then only with a probit link for the Binomial.
This is because only this combination of responses results in an identifiable
distribution for the residuals at the lowest level. Other response combinations
can be handled by making the (often unrealistic) assumption of independence
at the bottom level, although not currently using the MCMC options in
MLwiN.

The reason that the probit link Bernoulli and Normal combination can be
fitted stems again from the thresholding idea used in Albert & Chib (1993) as
discussed in Chapter 10. This idea for the multivariate case is also discussed
for single level models in Chib & Hamilton (2000). Basically we can treat any
Bernoulli responses as thresholded Normal responses with threshold 0 and
variance 1. Thus if the observed response is 0, then the underlying Normal
response is negative and if the observed response is 1, the underlying Normal
response is positive.

Given we can sample these unknown continuous responses as an additional
step in a Gibbs sampling algorithm then combining these responses with the
other observed continuous responses results in all responses being continuous.
This means we can then make a multivariate Normal assumption for the
responses with the constraints that the variance for any of the unknown
responses equals 1. This means that although, as in Chapter 10 we can now
use Gibbs sampling to update both the fixed effects and the residuals we now
have to use Metropolis sampling to update the elements of the lowest level
variance matrix.

For generality we use the technique used in Browne (2006) of univariate
Normal Metropolis updates for the unconstrained elements of the variance
matrix. This technique involves using random walk Normal proposals for
each parameter in turn and after producing a proposed new parameter value
checking that it satisfies all constraints i.e. checking the variance matrix
produced is positive definite. If these conditions are not satisfied then the
value is immediately rejected, otherwise we perform a standard Metropolis
update and compare the log likelihoods with both the current and proposed
values. As we are using Normal proposals rather than the truncated Normal
proposals used in Chapter 9 we have symmetry and therefore do not need to
calculate a Hastings ratio.

We will now consider an example from the field of education.
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19.2 The JSP mixed response example

Our example dataset is a subset of the junior school project (JSP) dataset
(Mortimore et al., 1988) and contains data on 1119 pupils from 47 schools.
To view the data we need to load the worksheet and open the Names window
as shown below.

Our response variables are for each pupil an English test score (english)
marked out of 100 and a behaviour rating (behaviour), which is coded 0
if the pupil is rated in the bottom 25% and 1 otherwise. Note that this
response originally had three categories but we have combined the top 25%
and middle 50% categories so that we can fit the response using a Binomial
distribution. Both these responses were measured at year 3 of the pupil’s
schooling.

Column: Name Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate | Window: Used columns o Help

MName Cn n missing min  max  categon 1

ischool 1 1119 0 1 50 False School idertifying code.

id 1119 0 280 2284 False Pupil identifying code:

sEX 1119 0 False Sex of pupil {0=Female, 1=Male).

Fuent 1119 0 False Fluency in English {0=beginner, 1=intermediate, 2=fully fluent); measured in Year 1.
ravens 1118 0 False Test score, out of 40; measured in Year 1

english 1119 0 False Pupils” English test score, out of 100; measured in Year 3.

behaviour 7 11159 0 False Pupils” behaviour score (0=pupil rated in bottom 25, 1=ctherwise); measured in Year 3.
cons 2 1115 0 False Constant (=1}

denomb 3 1115 O False Denominator (=1}

We are interested in if there is a correlation between badly behaved pupils
and poor exam marks, and we are also interested in the effect of predictor
variables on both the exam scores and the behaviour of the pupils. Our
potential predictor variables are gender (sex with 0 for a girl and 1 for
a boy), a fluency in English indicator taken at year 1 (fluent with 0 for
beginner, 1 for intermediate and 2 for fully fluent) and a test score at year 1
(ravens score out of 40).

We could look first at a simple tabulation between the response variables.

The window will look as follows:
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Output Mode
O Count
®) Means

Variate column [] storsin
ehavio v| | w

7 o

[] Where values in

Now if we click on the Tabulate button we get the following results.

0 1 TOTALS
N 248 | 871 | 1119
MEANS | 28.9 | 45.1 | 41.5
SD’S 18.5 | 21.0 | 20.5

So here we see that the badly behaved pupils have on average a 16.2 points
worse performance in English. We can look at this relationship further by
investigating correlations between the two responses and additionally the
three predictors:

This will execute the CORM command which gives means and sds for each
variable along with the following correlation matrix:

Correlations
sex fluent | ravens | english | behaviour
sex 1.0000
fluent -0.0229 | 1.0000
ravens 0.0341 | 0.1705 | 1.0000
english -0.1479 | 0.2054 | 0.5042 | 1.0000
behaviour | -0.1272 | -0.0038 | 0.2181 | 0.3122 1.0000

Here we see for english, positive correlations greater than 0.2 with both
fluency and ravens and a negative correlation of approximately —0.15 with
gender. For behaviour we see a positive correlation of greater than 0.2 with
ravens and a negative correlation with gender but virtually no correlation
with fluency. There is also a strong positive correlation (0.31) between the
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two responses. Based on this correlation matrix we can set up a single level
model with fixed effects for each of the large correlations.

19.3 Setting up a single level mixed response
model

We can start by setting up a multivariate Normal model via the Equations
window as follows:

Note that the variable fluent is not being fitted as a fixed effect for be-
haviour as there was no correlation between these two variables. The Equa-
tions window should now look as follows:

resp; ~ N(XB, Q)
resp, ~ N(XB, Q)

resp, = f cons.english, + f sex.english, + f,ravens.english, + g fluent.1,

resp, = j,cons.behaviour; + f;sex.behaviour; + S ravens.behaviour,

(0 of 0 cases in use)

Mame + - AddTerm Estimates MNonlinear Clear Motation FResponses Store Help Zoom 100
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We now need to specify the level 2 identifiers and to let the software know
that the behaviour response should be treated as a Binomial response. To
do this we need to specify the following in the Equations window:

This will have now set up the mixed response model and run it using the
IGLS 1st order MQL method and the results should be as follows:

respy; ~ N(XB, Q)
resp,, ~ Binomial(denomb:,;, JI:,J)
resp;, = ﬂoj{lﬂﬂs.eﬂglishg + -6.9?2(1.083)sex.englishy +
1.753(0.091)raVBﬂS.Bﬂg1iShﬁ +6.732(1.3 1?)ﬂuent_1y.
ﬁoj =-11.691(3.181) + Uy,
probit(;rrzj) = -0.349(0.181)cmls.bE:ha‘i-fiﬂur;if + -0.4US(U.US?)SBx.thavioury. +
[].(]55(0.0[]7")ra‘i-fnz:tls.bn&:ha‘ar'iﬂur;if

] [@ ] [32?.450(13.824)

respzjbrzj 4.209(0.526)437“03(:[2_;)0'5 g(}'rb)
g(n)=a(l - m)/n

(2238 of 2238 cases in use)

UNITS:

id_long: 1119 (of 1119) in use
Mame + - AddTerm Estimates MNonlinear Clear MNotation Responses Store Help Zoom 100
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Here we see that the individual level variance matrix contains some functions
and this is due to the Taylor series approximations that are involved in the
IGLS methods used here. The IGLS methods do not use the (underlying
Normal) latent variable idea that is used by the MCMC method.

If we now want to run this model using MCMC we need to do the following:

After the 5,000 iterations have run we will get the following estimates:

respy; ~ N(XB, Q)

respy; ~ Binomial(denomsz, ;rr:,J)

resp *Z'J ~N(XB, Q)

respy; = ﬁqjcons.englishg + -7.013(1.082}sex.englishy +
1.753(0.092)ravens.englishy + 6.734(1.298)fluent.1 i

ﬁﬁj =-11.669(3.210) + Uy,

probit(;'rﬁj) = -0.380(0.185)c0ns.behaviour§ + -0.398(0.08T}SBx.thaviourg +

0.056(0.007)ravens.behavi0urg + u,t,jbcons.Zy

330.774(14.876)
6.279(0.771)  1.000(0.000)

0, Q) : gﬂ[

Deviance(MCMC) = 12696.583(2238 of 2238 cases in use)
UNITS:
1d long: 1119 (of 1119) in use

- Add Term Estimates Monlinear Clear Motation Responses Store Help Foom 100

Here we see reasonably similar estimates to the IGLS method. The covariance
parameter is however quite a bit larger (6.279 versus 4.209). This is because
using MCMC this parameter represents the covariance between the english
response and an unknown continuous behaviour response, which is positive
when the observed dichotomous behaviour response equals one and negative
when it equals zero. The IGLS method correlation is calculated differently.
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Here we see that the correlation between the pairs of residuals equals 0.345 =
6.279/+/330.774 suggesting that there is a strong positive correlation between
English score and behaviour in the classroom even after accounting for other
predictors.

We can also see the significant positive effects of fluency and Ravens test
score on English marks and Ravens test score on behaviour and the negative
effect of gender suggesting that girls both do better at English and are better
behaved at year 3. It should here be noted that we cannot currently use the
DIC diagnostic for these models as the deviance function is not worked out
correctly.

19.4 Multilevel mixed response model

We can now extend our model to a multilevel model by adding in random
effects for school for both responses as follows:

Upon running for 5,000 iterations we get the following estimates:
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Equations EE.
resp; ~ N(XB, Q)

respy; ~ Binomial(denomb%,.k, ?‘TQJ-';;)

resp *zﬂr ~N(XB, Q)

respy; = ,BGJ,.kcons.englishUk +-6.257(1 .043)sex.english¥k +
l.659(0.090)ravens.englishgk + 6.336(1.275)ﬂuent.1¥k

B =-9-053(3.241) + vy +uy

probit(;rgjk) =, cons .behaviourwr +-0.4 18(0.090)sex.behaviourg.k +

0.05 7(0.008)ra\a'ens.behaviourwr + IJ;,J,.R_’t:cons.Zwr
B = -0.356(0.199) + v,

40.837(11.581)

Vox
0.058(0.429)  0.066(0.031)

~NO, Q) : Q=
Vi

u,. 291.510(12.362)

V[~ 0. ) o=
0, 6.198(0.738)  1.000(0.000)

Deviance(MCMC) = 12540.309(2238 of 2238 cases in use)
UNITS:

school long: 47 (of 47) in use

id_long: 1119 (of 1119) in use

Mame + - AddTermn Estimates MNonlinear Clear Motation Responses Store Help Zoom 100 -

Here we see that the positive correlation between responses persists at the
individual level (0.363 = 6.198/4/291.510 x 1.000) but is negligible at the
school level (0.035 = 0.058/+/40.837 x 0.066), and so schools with more dis-
ruptive children do not necessarily have worse average English attainment.
All the fixed effects are little changed by adding in the school effects. School
effects explain 12.3% (40.837/(291.5104-40.837)) of English attainment resid-
ual variation and 6.2% (0.066/1.066) of behaviour score residual variation.
Unfortunately due to the DIC diagnostic being unavailable for these models
we cannot compare this model with the single level model, but the size of
the coefficients appears to indicate a large improvement from introducing
random effects.

19.5 Rats dataset

Our second example of a model with a constrained variance matrix comes
from an animal growth dataset discussed in Gelfand et al. (1990). The data
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consists of the weights of 30 rats measured weekly over a five week period.
We will firstly load up the dataset and look at the Names window:

The data will then appear as follows:

1
Weight on day 8. :
Weight on day 15.
Weight on day 22.
Weight on day 29.
Weight on day 36.
Constart(=1).

Rat ID

Here we see the five weights for each rat are recorded as five variables, y8,
y15, y22, y29 and y36. Gelfand et al. (1990) considered fitting a single
response two level random slopes model with measurements nested within
rats. We could repeat their analysis by stacking the data for the five responses
into one column as illustrated, for an example from education, in Chapter
13 of the User’s Guide to MLwiN. However here we will consider the data
as five separate responses and fit a single level multivariate Normal response
model.

We have now set up the responses and the level identifiers and we next need
to add the predictors.
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This will run the model using IGLS and then MCMC and the estimates after
5,000 iterations will be as follows:

resp; ~ N(XB, Q)

Tespy, ~ N(XB, Q)

respy; ~ N(XB, Q)

resp, ~ N(XB, Q)

Tesps; N(XB, Q)

resp,; = ﬁ(ycons.ySy

By =152.117(2.221) + 1,
Tesp,, = ﬂljcons.yISf,i

B, =201.738(2.518) +u,,
resp,, = ﬂ?_jcons.y22;i

ﬁ?g =245.021(3.035) + ty,;
resp,; = ﬁ3jcons.y29ﬁ

By =289.510(3.819) +uy,
resp; = ﬁ4jcons.y36§

B, =324.850(3.869) +u,,

151.149(42.281)

157.580(46.045) 194.905(54.580)

u| ~N©, @) : @, =[171.963(53.756) 218.095(64.130) 286.795(81.399)

188.826(63.425) 248.659(76.547) 338.817(98.377) 445.322(125.275)

162.328(60.960) 209.850(72.326) 311.630(95.296) 415.861(121.913) 458.590(128.462)

Deviance(MCMC) = 1008.875(150 of 150 cases in use)
UNITS:

rat_long: 30 (of 30) in use
Mame + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100 <

Interestingly with such a small dataset and a large number of parameters
there will be both a greater dependence on the prior distributions used,
and the variance parameters will have skewed posterior distributions. For
example if we look at the trace for the variance of the 8 day old measurements

(030)3
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e Select the Trajectories window from the Model menu.
e Click on the trace plot for 2.

e Click on Yes to calculate diagnostics.

The diagnostics for this parameter will then appear as follows:

MCMC Diagnostics - rat_long : cons.y8/cons.y8 EE.

aa YT 8
y Yy

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (3741,3803 )

;‘ when q = (0.025,0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 284
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name “ia posterior mean = 151.149 (0.607) SD = 42281 mode = 138.543
quantiles : 2.5% = 89.612. 5% =96.595, 509% = 144.540. 95% =229.220, 97.5% =255.751
5 fteraty i iteration Effective Samole Size (ESS1= 5109.

Diagnostic Settings

Here it is worth noting the differences between the mean, median and mode
for this parameter due to the skewness. When we look at the DIC diagnostic
available from the Model menu we get the following:

Dbar | D(thetabar) pD DIC
1008.87 993.29 | 15.58 | 1024.46

In fact this model has 20 parameters but the D(thetabar) statistic is sensitive
to which plug-in estimates we use.

19.6 Fitting an autoregressive structure to
the variance matrix

We could look at the variance in more detail and in particular look at the
corresponding correlation matrix using the Estimates window.

o Select the Estimate Tables window from the Model menu.
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The window will then look as follows:

cons y8

cons.y1h

cons y22

0-2
u
151.149
(42.281)
Com: 1.000

w1
157.580

(46.045)
Comr: 0.918

ul 2
171.963

(53.756)
Corr- 0.826

ul3
188.826

(63.425)
Com: 0.728

02
u 3
445 322
(125.275)
Com: 1.000

u 4

(60.960)

ud4
415.861

(121.913)
Com: 0.920

(128.462)
Com: 1.000

Here if we look at the correlations closely we see that the correlation is high
between consecutive observations but decreases as observations get further
apart. One possible method to account for this and reduce the number of
parameters used in the model is to impose a structure on these correlations.
Given the observed values a natural candidate would be to fit an AR(1)
correlation structure. Here the correlation between any two observations is
equal to p to the power of the distance between the observations.

This can be done in MLwiN as follows:




308 CHAPTER 19.

The options to change the structure of the variance matrix are fairly limited.
They only work on the bottom level variance matrix of a multivariate model
and there are currently four special cases that are dealt with. These consist
of either all equal correlations or AR1 correlation structures combined with
either independent or all equal variances.

For all these four combinations we use univariate Metropolis sampling for
the variance elements of the lowest level variance matrix and the correlation
parameter p and then check that the variance matrix formed is positive defi-
nite. All other steps of the algorithm are unchanged and use Gibbs sampling.
As the dataset is small and we are running Metropolis steps we will run for
50,000 iterations.

e Select the Estimation Control window.
e Change the Monitoring Chain Length to 50,000.
e Change the refresh rate to every 500 iterations.

e Click on the Start button.

After the iterations have finished the Estimates window should now look as
follows: (Note if you closed this window you will have to reopen it and select
the options described earlier in the chapter.)

Estimates E@.
+ - Level Z:rat_leng v £ - P . N Help
cons.y8 cons.y15 cons.y22 cons.y29 cons.y36
2
u
cons.y8 186.683
(65.487)
Comr: 1.000
2
ul 1 u 1
cons.yl15 200.720 242 405
(73.742) (87.904)
Com: 0.944 Comr: 1.000
0-2
w2 uil?2 u 2
cons.y22 226.816 273.721 346.790
(87.360) (103.701) (128.710)
Comr: D.891 Comr: 0.944 Corr: 1.000
P
ul3 ul3d w3 u 3
cons.y29 266.045 320918 406.140 533.654
(106.092) (125.613) (154.417) (195.023)
Comr: 0.843 Comr: 0.892 Comr: 0.944 Corr: 1.000
2
u 4 ul 4 ul 4 ud4 u 4
cons.y36 255.837 308.533 390.273 512.390 552.593
(104.982) (124.194) (152_346) (191.274) (199.463)
Comr: 0.797 Com: 0.843 Corr: 0.892 Cor: 0.944 Comr: 1.000

It should be noted here that when constraints are imposed on a variance
matrix we are forced to use uniform priors on the individual elements of the
variance matrix. In this case we have used uniform priors on the 5 vari-
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ances and the correlation parameter p whereas previously we used an inverse
Wishart prior. As can be seen the variance estimates under a Uniform prior
are much larger. The interested reader should look at Browne & Draper
(2000, 2006) for more information on choosing “uninformative” prior distri-
butions.

If we look at the DIC diagnostic for this model we get:

Dbar | D(thetabar) pD DIC
1015.65 1003.30 | 9.35 | 1025.00 | (with constraint)
1008.87 993.29 | 15.58 | 1024.46 | (without constraint)

Again the pD estimate is an underestimate of the true number of parameters
which in this model is 11. As we can see from comparing DIC values, the
reduction in parameters is balanced by an increase in the deviance from
the full covariance model. This may partly be due to the different prior
distributions but could also be due to the fact that the correlations decline
more quickly than an AR1 process.

Chapter learning outcomes
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Chapter 20

Multilevel Factor Analysis
Modelling

In the last two chapters we have looked at datasets where there is more
than one response variable of interest. There are many common techniques
used to model and summarise multivariate datasets (see Chatfield & Collins,
1980; Krzanowski & Marriott, 1994, 1995, for reviews). When we consider
a multivariate response vector we are typically interested in explaining both
the variation in the individual responses (as in single response modelling)
and the correlation between the responses for individuals. As the number of
responses increases so the number of correlations increases and we are often
interested in looking at methods of describing these correlations with fewer
parameters, for example by assuming an autocorrelation pattern as shown in
the last chapter.

Often however even though we collect many responses on an individual, in-
terest lies in finding differences between individuals (or groups of individuals)
along a small number of summary dimensions rather than explaining differ-
ences in particular responses. Variable reduction techniques are used to find
a smaller set of derived responses, which capture the majority of the variation
in the dataset. Factor analysis is an example of a technique that attempts
to do this.

20.1 Factor analysis modelling

In factor analysis modelling we aim to reduce the dimensionality of our re-
sponse vector by creating ‘common factors’ as follows for a single level model:

J
Yir = Z AriMij + €ir
j=1

311
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Here y;, is the rth response for the 7th individual, 7;; is the jth factor for the
ith individual and A,; is the coefficient (known as the factor loading) for the
rth response for factor j. The e;. is the residual (sometimes called specific
factor or uniqueness) for the rth response for the ith individual. To complete
the model we give distributional assumptions for both the residuals and the
factors as follows:

eir ~ N(0,02.),m; ~ MVN(0,%,)

yer

Often the factors will be assumed independent and 3, will be diagonal with
elements (7727j but we can allow correlated factors (see later). To make this
model identifiable we need to either fix/constrain some of the factor loadings
or the factor variances. If we wish to fit such a factor model in a Bayesian
framework (as we will here) we also need to incorporate prior distributions
for the factor loadings and all variances into the model. As for the multilevel
models we have dealt with earlier we will assume ‘improper’ uniform priors
for all loadings that are not fixed and I'"*(1073,107%) priors (by default) for
all variances.

20.2 MCMC algorithm

The MCMC algorithm for the factor model is very similar to the algorithm
for a simple two level multilevel model. If we consider the factors as known
values then the problem becomes several one-level regression models with
the factor loadings as fixed effects in the regressions, which we can easily
fit. If on the other hand we consider the loadings as fixed then the factors
become level 2 residuals in a two level model, which we also know how to
fit. Therefore we see that all parameters have simple known forms and so we
can use a Gibbs sampling algorithm to fit the model.

The great advantage of the Gibbs sampling algorithm is that we can of course
now consider incorporating the factor analysis structure as a part of a more
general multivariate multilevel model. This allows us to include fixed effects
and higher-level structures in our model. Goldstein & Browne (2002) give
general MCMC algorithms for this and we will see how this works later.
Firstly however we will return to our Hungarian exam results example that
we discussed in Chapter 18.

20.3 Hungarian science exam dataset

The dataset as described in Chapter 18 consists of exam results from six
tests taken by 2,439 students in 1984. Of the tests all students took the
three core papers and then one or two of the optional papers. In Chapter 18
we considered this dataset from a missing data viewpoint and used MCMC
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algorithms to impute the missing data. Here we will simply incorporate the
missing data steps along with the factor analysis steps in our general MCMC
algorithm.

The variables in the dataset are as follows:

Column: Mame Description Toggle Categorical | Data: View Copy Paste Delete | Categories: View Copy Paste Regenerate | Window: Used columns © Help

Name Cnh n issil max 1
ischool 1 14015 _False Identifying code for sach school flevel 2 unt). |
female 2 False Gender indicator (0=Male, 1=Female).
3 False Core Earth Sciences test result.
biol_core 4 False Core Biology test result.
biol_r3 5 False Optional Biology test result
biol_rd [ False Optional Biclogy test result.

7

8

9

1

A

es_core

phys_core False Core Physics test result.

phys_r2 False Optional Physics test result

cons False Constart(=1).

studert False ldentifying code for each student (evel 1 unit).

Here as before we have two level identifiers, school and student, and the six
test scores are stored in columns ¢3—c8. We will firstly look at the correlation
matrix for the six responses.

If we now click on the Calculate button we will see the following estimates:
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—>CORMatrix 3 ‘'es core' 'biol core' 'phys core'

2435 pbservations

biol core phys core
T7.0664 T7.2120

biol core phys_core
1.8272 2.068627

Correlations
es3_core biol core phys_core
e=5_core 1.0000

biol core 0.3471 1.0000
phys core 0.3128 0.5247 1.0000

foom 100 -~ Copyastable Clear Include output from system generated commands

Here we see that the correlations between the three core scores are all reason-
ably large, in particular between biology and physics scores. The Correla-
tions option in MLwiN gives correlations based on complete responses only,
and so as no individual has taken all six tests we cannot directly calculate a
6x6 correlation matrix. Instead we can set up a simple multivariate model
that consists of only an intercept for each response and a full covariance
matrix between the 6 responses.

We have now defined both the response and level identifiers. We now need
to add the predictors and random effects to the model.
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After the IGLS model converges we can look at the correlation matrix via
the Estimate Tables window:

The correlation matrix appears as follows:

+ - [levelzistudentlo [+| + 5 E 5 P .N Help

cons.es_core | cons.biol_core cons.biol_r3
CONS_ES_Core Corr- 1.000
‘cons biol_core Corr: 0.347 Com: 1.000
cons biol_r3 Com: 0.161 Com: 0.198
cons biol_rd Cormr- 0208 Comr: 0365
cons_phys_core Com- 0.313 Com: 0.525
cons r2 Comr- 0270 Comr- 0.420

Here we see that the correlations between the core subjects are almost iden-
tical to the values obtained from the Averages and Correlations window.
In fact if we were to select the responses in pairs via the Averages and
Correlations window we will get similar estimates to those obtained here
for each correlation (using all the individuals that have both responses). If
we look at this matrix in more detail we see that all correlations are posi-
tive suggesting that students that do well in one paper will also generally do
well in the other papers. The correlations range from 0.161 between earth
sciences core and the optional r3 paper in biology to a correlation of 0.525
between the core papers in biology and physics. We will now try to explain
these 15 correlations by using factor analysis.

20.4 A single factor Bayesian model

We will firstly consider fitting a single factor model. To do this we first need
to remove all the covariances from the model to have independence between
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the responses. This is because these covariances will be explained by the
factor variables that we add to the model.

We will have now run a model that consists of 6 intercepts with independent
random effects, one for each response. The Equations window should look
as follows:

Tesp;; ~ N(XB, Q)

resp:,J ~N(XB, Q)

Tespy; ~ N(XB, Q)

Tespy; ~ N(XB, Q)

Tesps; ~ N(XB, Q)

Tespg; ~ N(XB, Q)

resp,; = fycons.es_core,
ﬁoj =8.394(0.032) + Uy,
respy; = ﬁljcons.biol_corey
By; =7.066(0.037) +uy;
Tespy, = ﬁzjcnns.binliﬂy
ﬁgj =6.882(0.065) + u,
resp,, = ﬁajcons.biol_rzlg
By =5.713(0.080) + auy;
respg; = ,6’4jcons.phys_corey
By =7.212(0.042) +uy;
Tespg, = ﬁsjcnns.physirZy
Bs; = 6.298(0.067) + ug;

4, [2.448(0.070)

u, 0 3.337(0.096)

S| o ay - 0 0 5.152(0.208)

u, 0 0 0 7.711(0.314)

u, 0 0 0 0 4253(0.122)

) o0 0 0 0 0 5.577(0.225)|

-2*loglikelthood(IGLS Deviance) = 46362.186(10971 of 14634 cases in use)
UNITS:

student long: 2439 (of 2439) in use
MName + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100 - I

We now need to define the factor model.
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The Factor Analysis screen will now appear as follows:

Nunberf acors [ ]

stowfocor 1] [+] [] [ sotfocton_]

Factor 1

Random level for factor

Loading 1 value
Loading 2 value

Loading 3 value
Loading 4 valus
Loading 5 value
Loading & value

In factor analysis modelling we must be careful that we include enough con-
straints to ensure a unique identifiable solution. This is even more important
when we use MCMC, as we have to avoid allowing the chains to move be-
tween rotational solutions. For example if a factor is multiplied by —1, and
the respective loadings are also multiplied by —1 this will give an alternative
solution that also fits the data. Such solutions are equivalent and a maximis-
ing algorithm will find just one of them whilst a simulation based method
may move between the two and never converge.

Consequently in this chapter we will constrain the ith factor loading of the
1th factor to equal 1 and constrain the jth factor loading of the ith factor to
equal 0 Vj < i. Geweke & Zhou (1996) give a similar (but not identical and
slightly less rigid) system of constraints.

To use this set of constraints we need to do the following:

This will add the factor to the model. We can now run this model by clicking
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on the Start button. It should be noted at this point that factor analysis
models contain larger numbers of parameters than most of the models we
have dealt with so far and so this first model will take several minutes to
run.

After the estimation finishes we will get the following estimates:

resp,; ~ N(XB, Q)

resp,; ~ N(XB, Q)

resp,; ~ N(E, Q)

resp,; ~ NAB, Q)

resp; ~ N(XB, Q)

respg; ~ N(XB, Q)

resp,, = ,Bmcons.es_coreg + 1“1.;'

By = 8.395(0.032) +

resp,, = ,Bucuns_biﬂl_coreﬁ + l.E?E(O.O?S}nU
By, = 7.068(0.038) +

resp,, = ,Bgrcons.biﬂl_ﬂg + 0.92000. lli}nu
By, = 6.898(0.065) + uy;

resp,; = ,Bijcuns_biﬂl_ﬂﬁ +2.102(0. 145}'11.:'
By, = 5.67700.077) + uy,

resp.. = ﬁﬂcons.phys_cnre# +2.173(0. 114}“1.;'
B, = 7.214(0.043) +

respg = ,Bﬁcuns_phys_dﬁ +2.17%(0. 133}'11.:'
By, =6.313(0.062) + uy,

1.961(0.061)

0 1.652(0.076)

: 0
~N(O. Q) : Q=

)

0
0
0

4.747(0.199)
0
0
0

5.642(0.263)
0
0

1.982(0.097)
0

3.253(0.169)

[n] ~¥© o2 - 0@ =[04s50.049)]

DeviancefMCMC) = 36946.198(10971 of 14634 cases in use)
UNITS:
student_long: 2439 (of 2439) in use

- AddTerm Estimates Menlinear Clear Moetation Responses Store Help Zunm

Name +

We see that the fixed effect parameters are roughly the same estimates as
the model without a factor. Our interest lies in the estimates of the factor
loadings and the factor values or ‘scores’ themselves.
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By default for factor analysis models, estimates and standard errors are cal-
culated by the MCMC engine (as with residuals in other models). As we will
see later we can also store all or any of the chains for the parameters. We
will now look at the estimates from the model.

The data will look as follows:

c304(1) c305(1)
0.485 0.045

Here we see the factor loadings in column ¢302 and the factor variance in
c304. Note that these estimates are now also shown in the Equations
window. The loadings are all positive and given that we saw all positive
correlations between the responses we can think of this first factor as repre-
senting a measure of overall exam success. In fact if the factor variance was
1 then the loadings would represent the correlations between the factor and
the responses. All these loadings are much greater than their standard errors
(given in ¢303), which also gives our interpretation more support.

The actual factor scores for this model can be seen in column ¢300. We can
rank these and plot them against their ranks as follows:
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The graph of the factor values will then be plotted as follows:

If we now click on the extreme points in the graph, for example the first
(smallest) point, we will get the following window:

Idertfy poirt | Ttles l Scale

clicked point (0.-2.38110915262082)
nearest data point = (1,-2.32365383513042), tem number

Include

highlight{style 1) Absorb into dummy
highlight {style 2) Reset all
highlight{style 3)

highlight{style 4)

highlight{style 5)

| fooly | Setavies | [ ooy |

Click on a point on a graph
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Here we see that the individual with the lowest factor value is student 664.
Examining the data we see that this student got marks of 0 in both physics
and biology core papers, 1.6667 in the earth sciences core paper and 5.7143
in the physics r2 additional paper. Similarly the individual with the highest
factor value is student 2132. Examining their responses we see that they got
full marks (10) in all the 5 papers they took. This backs up our inference that
this factor is giving a measure of overall performance. The non-symmetry of
the graph is due to the average marks in all papers being high and conse-
quently there being greater ceiling effects than floor effects in the responses.

20.5 Adding a second factor to the model

The last model attempted to reduce the six response multivariate Normal
model to a model with the dependence between the responses explained by
one factor, which we interpreted as a general exam ability indicator. We will
next consider adding a second factor to the model. To do this we firstly rerun
IGLS to get the same starting values and then add in the factor as follows:

The Factor Analysis window should now look as follows:
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Nmberf factor [ ]

sowtecer [z ][] [] [ stfocem]

Factor 2

Random level for factor

Loading 1 value
Loading 2 value
Loading 3 value
Loading 4 valus

Loading 5 value

Loading 6 value

We have now added the second factor to the model and told MLwiN to store
the factor loadings stacked in column c21. Note that we have not set any
correlation between the factors i.e. the correlation is constrained to equal

zero. We now need to click on the Start button and wait for several minutes
for the MCMC method to run.

We can now see in the Equations window that again the fixed effect esti-
mates simply capture the means of the 6 responses and are unaffected by the
addition of the second factor. We can now output the factors and loadings
and look at the estimates (noting that the loadings are available also in the
Equations window).
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The Data window will look as follows:

c304(3) c305(3)
0514 0.054

0.000 0.000
n.021 0.036

o o - m Mmoo B W

—y
=

—y
—_

—y
%)

—
[a%)

Here we have the loadings for the two factors stacked above each other. The
first factor still has very similar loadings and can be thought of once again as
an indicator of overall test performance. The second factor has some much
greater loadings but a much smaller variance (0.021 versus 0.514) and so
is explaining a small proportion of the remaining uncertainty. The second
factor seems to be picking out students who do comparatively better in the
additional tests r4 in biology and r2 in physics. The actual factor values or
‘scores’ are stored stacked in column ¢300 and so we can plot these factors
after first splitting the factors into separate columns:
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e Select On Codes column to be ¢306.

e Select Output columns ¢307 and c308.

e Click on the Add to action list button.

The screen should look as follows:

CHAPTER 20.

Split data
Split Specification Action list {7 = action executed)
Input columns Output Columns ~ | Code Output Colurmn
Split data in <303 A 1 c307
o304
<305 2 <308
On codes c306
c309
<310
c311
o3z
c312
c3ld
c315
c3le
c317
c3lg v
| Help ‘ | Add to action list | | Remowve | | Remove all | | Execute ‘

El=E

If we now click on the Execute button the two sets of factor values will
be generated in columns ¢307 and c¢308. We can now plot these factors as

follows:

Select Customised Graph(s) from the Graphs menu.
Select ¢307 as the y variable.
Select ¢308 as the x variable.
Click on the Apply button.

The graph will appear as follows (note that the labels need to be added

manually):

Graph display: 1

I l
-0.20 -0.15

l
-0.10

I
-0.05 0.00
Factor 2

Here we see that again pupil 664 is an obvious outlier from the main cloud
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of points. They have a large positive score for factor 2 due to the fact that
they did OK on the physics r2 paper. Another interesting observation is the
pupil with the lowest factor 2 value (pupil 1572) who has a factor 1 value of
around 0. A close inspection of their scores shows that they did well in the
core tests (scores of 10,8 and 8) and OK in the biology r3 test (5) but got
zero in the physics r2 test and didn’t take the biology r4 test.

20.6 Examining the chains of the loading es-
timates

We can see that the second factor is much smaller than the first and is less
interpretable. It is important to check convergence of the MCMC chains
for all parameters when fitting a factor analysis model to check that our
estimates can be trusted. It is also useful to confirm that we have constrained
our problem sufficiently to make it identifiable although this is not always
obvious from viewing the chains. We have stored the chains of the loadings
stacked in column c21 and so we need to split up the chains and name them.
This can be done through the windows in the Data Manipulation menu
but to save time we will use the Command Interface window.

We can now view the chains for the two named loadings via the Column
Diagnostics window available from the Basic Statistics menu.

Firstly if we choose column load1.2 we get the following diagnostics:
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BIE:

MCMC Diagnostics - load1.2

T
E Fi H : [
=

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (31494.29380 )

when q = (0.025.0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 714

quantiles : 2.3% = 1.626. 5% = 1.678,

Diagnostic Settings

fpm
Column :loadl.2  posterior mean = 1.902 (0.010) SD =0.131 meode =1.904

50% =1.905, 95% =2.106, 975%=2.144

when k = 2 sigfigs and alpha = 0.05

Summary Statistics

. Effective Sammle Size (ESS) = 16.

Here we see that we really need to run for longer to get accurate estimates
but the chain does at least appear to have converged. If however we look
now at the diagnostics for load2.3 we see the following:

EI=1EE

MCMC Diagnostics - load 2.3

]

=
=

=z
e s

R e e

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (30620.25098 )
when q = (0.025.0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 1893208

Column : load 2.3

Diagnostic Settings

e

posterior mean = 6.145 (0.496) SD = 5.520 mode =2.931
quantiles : 2.5% = 0.168, 3% =0.569, 50% =4241, 93%=17.738, 97.5% =20.045
5 i i i v j ion. Effective Sammle Size (ESS) = 6.

when k = 2 sigfigs and alpha = 0.05

T = £ =

Summary Statistics

This chain does not seem to have converged yet and the loadings seem to be
increasing over time suggesting that perhaps we have not run a long enough
burnin for this problem. If we repeat fitting the model (after running IGLS)
this time with a burnin of 5000 and a main run of 10,000 and look at the
chain (after waiting a long time for the estimation to complete) we see the
following;:
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MCMC Diagnostics - load 2.3

E=IE

pRE L

i

Wb

Raftery-Lewis (quantile) - Nhat = (21138 96984 )

Accuracy Diagnostics

when q=(0.0250.975 ), r =0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 996235
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
Column :load 2.3 posterior mean = 9.892 (0.255) SD =5.910 mode =8.63%
quantiles : 2.5% = 0.822, 5% =2.147, 50% =9.100, 95% =20.708, 97.5% =24.509

jterati i rerv iteration. Effective Samvle Size (ESS) = 46.
Update Diagnostic Settings Help

This chain looks a bit better behaved and now due to the longer burnin we
have loading estimates that are larger for the second factor thus reducing the
importance of the second factor and bringing it into question whether the
factor should be included. Note that now the factor variance of the second
factor is only about a thousandth of that for the first factor. More research is
currently being done to extend the DIC diagnostic to compare factor analysis

models.

20.7 Correlated factors

When we fitted the above two factor model we made the assumption that
the factors were independent. We can however fit a model where the factors
are correlated. To do this in the above model we need to do the following:

e Select MCMC /Factor Analysis from the Model menu.

e Click on the Correlate Factors button.

e On the Factor Correlations window tick in the Covariance be-
tween factors 1 and 2 tick box.

The Factor Correlations window will look as follows:

Done

Factor Correlations =

Covariance between factors 1and 2 Cl [] Constrained

(=]

As with the other parameters we can constrain this covariance to a particular
value. Here we will leave it unconstrained and click on the Done button
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followed by the Set factors and Done buttons on the Factor Analysis
window. Given that it appears that the second factor is not needed in this
dataset there is probably little point in testing out correlated factors on this
model. However for the interested reader if you fit the above model with
correlated factors (after running IGLS) and run for 10,000 iterations after
a burnin of 5,000 we get an estimate of 0.132 (0.126) for the covariance
parameter. The factors appear more balanced with variances of 0.621 and
0.248 respectively. Note here that we have not tested whether the chains
have converged or even if the model is identifiable.

An alternative constraint system (that is often used in conventional factor
analysis) is to unconstrain the loadings that we have constrained to 1 and
instead constrain the factor variances to equal 1. Care has to be taken when
using MCMC and such a constraint system, as there is the possibility for the
chains to move between the equivalent rotational solutions and hence not
converge (see Goldstein & Browne, 2002).

20.8 Multilevel factor analysis

The Hungary Science dataset, as we saw in Chapter 18 has additional struc-
ture in that the students are nested within schools. We can clear our current
models and set up a multivariate response model with both student and
school levels as follows:

After the IGLS model converges we can look at the correlation matrices at
both levels via the Estimate Tables window:
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The correlation matrices will now be displayed (individual level on top) as
follows:

+ - |level3schoollon [+| = s E 5 P @I N Hep

cons.es_core | cons.biol_core cons.biol_r3
CONS_ES_COore Com- 1.000
‘cong biol_core Com: 0.274 Comr: 1.000
cons biol_r3 Com: 0.123 Corr: 0.134
cons biol_rd Com- 0136 Cormr- 0270
cons_phys_core Com- 0257 Comr- 0.419

cons_phys r2 Com- 0218 Com- 0.338

cons.es_core | cons.biol_core
Corr- 1.000
Corr- 0.682 Corr: 1.000
Comr:- 0.511 Corr: 0.679
Comr- 0.463 Corr D.673
Comr: 0.571 Corr: 0.893
Corr- 0.550 Corr- 0.774

Here we see that the correlations at the individual level now range from
0.123 to 0.432 and have generally been reduced slightly by the introduction
of school effects. At the school level the correlations are greater ranging
from 0.457 to 0.893. We will now try and explain these correlations with two
factors, one at each level.

20.9 Two level factor model

To fit the two level factor model we firstly need to remove all the covariances
from the model:
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We have effectively run (using IGLS) 6 separate variance components models,
one for each response. We now need to change to MCMC and add the factors.

The Factor Analysis window for the second factor will look as shown below
and we now need to click on the Set factors and Done buttons to finish.

Nanberfactos [ e ]

stowfecor 2] [+] [] [ setfecons_]

Factor 2

Random level for factor

Loading 1 value

Loading 2 value
Loading 3 value
Loading 4 value
Loading 5 valus
Loading & value

We now need to run the model using MCMC which we will run for the default
settings of a burn-in of 500 iterations and main run of 5,000 iterations so you
may have to reset these values on the Estimation Control window. Click
on the Start button to run the model. After a few minutes the estimation
will complete and we can output the estimates for the factors:
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The Data window will appear as follows:

c304(3) c305(3)
0.310 0.038

0.000 0.000
0.133 0.047

I o T I = T i 1 I L B N R

Here the first 6 elements in column ¢302 are the loadings for the factor at the
student level. These are very similar to the first factor model. The second six
numbers are the loadings for the factor at the school level. Here we see again
that all six loadings are positive and so we can think of these as producing
a factor that represents overall exam achievement at the school level. The
variance of this factor is half the size of the variance for the factor at the
student level.

The factor scores themselves are stacked in ¢300 by default and to avoid
confusion are enlarged to be the length of the observation (student) level
(2439) i.e. there are 2439 scores for the level 1 factor, 99 for the level 2
factor followed by 2340 zeroes. To capture the factors for the 99 schools we
therefore need to get hold of the 2440th to 2538th elements of ¢300 and then
rank them. We can do this and plot them as follows:
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The graph of the 99 school factor values is then as follows:

Here school number 8033 has the highest value of the factor while school
number 2089 has the lowest and so the interested reader can look at the
marks for the children in these schools to confirm that this can be used as
an indicator of school achievement.

20.10 Extensions and some warnings

We could of course now extend the last model to include a second factor
at the school level and interpret this factor. We also have not considered
fitting more terms in the fixed part of the model. We could consider fitting
the gender variable as a fixed effect for some or all of our responses. There
are some restrictions in the models that can be fitted in MLwiN for example
the variance matrix at the level which factors are included must be diagonal
and have only one random term per response. The software will (hopefully)
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check if a model is valid.

We will end this chapter by reiterating a warning. Unlike many of the mul-
tilevel models that we discussed in earlier chapters multilevel factor anal-
ysis models should be used with caution. The user should take care that
firstly their model is identifiable and secondly that their interpretation is
unique and/or appropriate. As these models are an area that we have not
researched deeply there is a certain amount of using these models at your
own risk and we will emphasize the importance of looking at the parameter
chains to confirm convergence in these models.

Chapter learning outcomes
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Chapter 21

Using Structured M CMC

In this chapter we consider alternative MCMC methods for fitting Normal
response multilevel models that will aim to reduce the correlations in the
chains produced for the fixed effects and residuals. One reason for ‘poor
mixing’ of chains is correlation between parameters that are updated in dif-
ferent blocks in the standard Gibbs sampling algorithm. Structured MCMC
methods circumvent this problem by updating certain groups of parameters
together in bigger blocks. The methods that have been implemented in the
new version of MLwiN are limited to Normal response models and in fact to
the subset of 2-level nested Normal response models with no complex vari-
ation at level 1. Thus one should consider these methods as illustrative of
alternative methodology rather than of huge benefit to the user base. We will
consider three models in this chapter, firstly a variance components model
with no predictors, second a random intercepts model and finally a random
slopes model. We will cover slightly more of the technical details than in
earlier chapters so some readers might prefer to skip some of the detailed
mathematics in the next section and move on to the later practical sections.

21.1 SMCMC Theory

We will in this chapter consider the tutorial example considered earlier
where we have exam marks of pupils clustered as they are taught in groups
in a set of schools.

Let y;; be the mark for pupil 7 in school j, then perhaps the simplest model
we could fit is

Yyij = Bo+u; + ey, u; ~N(0,00), ey ~N(0,07)

Here we have an estimated average mark fj, school level residuals u; with

variance o2 and pupil level residuals e;; with variance 2. We will assume

e

335
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that we have J schools and that school j has n; pupils with the total number
of pupils being N.

For a Bayesian model we will use ‘diffuse’ priors as follows:

p(Bo) 1, p(1foy) ~T(ee), p(1/og) ~T(e e)

In this example with conjugate priors we have full conditionals that can be
easily evaluated and hence used in a Gibbs sampling algorithm as follows:

Step 1: By ~ N(Bo,f)o) where Dy = % and [y = w

j

Step 2: u; ~ N(i;, D;) where D; = (% + %)’1 and 1, = % > (ij — Bo)

=1

J 2
Step 3: 1/02 ~T'(cy,d,) gives ¢, = J/2 + ¢ and d, = 231 L+e
J:

e2,
Step 4: 1/0? ~ T(ce,de) gives ¢ = N/2+¢ and d. = > - 4 ¢, where
i7j
eij = Yij — Po — uj

One source of ‘poor mixing’ occurs due to posterior correlation between the
residuals u; and the intercept 3. Basically the intercept for any specific
school j is the sum of the overall intercept 3y and the school residual u; and
so if the value of the overall intercept increases then the school residuals tend
to decrease to still fit the data and so there is a negative correlation between
the two parameters.

To counter this problem the technique of structured MCMC sampling was
developed by Sargent et al. (2000). They describe SMCMC as a ‘general
method for Bayesian computing in richly-parameterized models, based on a
blocked hybrid of the Gibbs sampling and Metropolis Hastings algorithms’.
Basically they formulated an algorithm that treats all fixed effects and residu-
als as one large vector that will be updated in one step as it has a multivariate
Normal conditional posterior distribution as detailed below:

We write the model as a single vector response multivariate Normal model

but the y vector is augmented by rearranging the terms for the level 2 effects
to give

y* ~ MVN(X*3*, V)

where we effectively rearrange u; ~ MVN(0,,) as 0 ~ MVN(—u;,,) and
then add these zeroes to create y*.
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Note that 3" is a vector containing 3, and all elements of u;.

This model is just a rearrangement of the multilevel model and so has the
constraints built in.

The basic premise for Normal response models is to be able to write the
model in multivariate Normal form:

Y=X0+FE, cov(E)=A
Then

p(0lY, X, A) ~ MVN (X"A7'X) ' XTATY, (XTAT' X))

The method updates all fixed and random effects in one step and hence
improves mixing of the MCMC algorithm but relies on ‘nice’ forms for the
large matrices that need inverting.

We will now return to the tutorial example that consists of data on 4059
(N) students in 65 (J) schools, the response of interest is (Normalised) exam
score at 16.

We start by reparameterising the model into a centred formulation (as will
be described in more detail in later chapters) by letting u} = 5y + u; and so
we have:

Yij = W) + €ij,  uj ~ N(Bo, 02), e;; ~ N(0, o?)

Then reconstructing the random effects statement as 0 ~ N(8y — u?, 02) we

32 %u
can construct our model in the form

Y=XO0+FE, cov(E)=A

Here we have

1111 Onl Om *
, Ony lng --. On, “ .
v=(6) = e ()
J UJ
On, O, ... 1n, p
i —1; 1; | 0

with

O'zIN 0
A_(O O'ZIJ)

Here we define 0,, and 1,, to be column vectors of m 0s and n 1s respectively.



338 CHAPTER 21.

Recall we now have:

p(OY, X, A) ~ MVN ((XTAT'X) ' XTATY, (XTAT' X))

where
/o2 +mny/o® 0 0 —1/0?
P 0 0 :
AN A= 0 0 1/62+ny/c?| —1/c2
—1/02 —1/02 J/o?

Note that we could simply invert this 66 x 66 matrix by standard matrix
inversion, however we can use the form of the matrix and some results from
matrix algebra to speed up the inversion. The following matrix inversion
result can be used when inverting XTA-1X:

AB‘l_A—lo+
BT ¢ | —| 0o o0

[ ~-A71B

., ] [ C—BTA'B ][ -BTA™ ]

In our example the submatrix A is diagonal and so is very easy to invert and
this reduces the algorithm time.

The update steps for 2 and o2 are as in the standard Gibbs sampling algo-
rithm.

21.2 Fitting the model using MLwiN

We will first set up the above model in MLwiN and fit it using the standard
MCMC methods used in previous chapters. Firstly we need to retrieve the
worksheet:

e Select Open sample worksheet from the File menu.

e Select tutorial.ws.

This will open the Names window and we now need to bring up the Equa-
tions window and set up the model.
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These commands will set up the model which we now need to fit using
MCMC, although firstly as usual we will fit it using IGLS to get starting
values.

Upon running the model the Equations window should look as follows:

Boy =-0.012(0.054) +ug; + ¢y,

[uoj] ~N(O, Q) : Q= [0.176(0.036)]

[eoy.] ~N@, Q) : Q,= [0.849(0.019)]

Deviance(MCMC) = 10850.046(4059 of 4059 cases in use)
UNITS:

school: 65 (of 65) in use
Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

We are interested in this chapter in looking at how well the chains produced
by the MCMC methods mix and so for this we would like to look at the
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output for the intercept parameter ;. For this we need to get diagnostics
via the Trajectories window.

The MCMC diagnostics window will appear as follows:

ST N
g % ¢
i

g v 'y

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (24381,32492 )
when g = (0.025.0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 1187889
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name : 8,  posterior mean =-0.012 (0.004) SD =0.054 mode =0.001
quantiles : 2.5% =-0.120. 5% =-0.105, 50% =-0.009. 95% =0.072, 97.5% = 0.090

000 iterati ng e iteration. Effective Samole Size (ESS) = 191.

)0 actual iterations storing everv iteration

Looking at this window we see that the mixing of the chain is poor with an
ACF plot showing high autocorrelations and an effective sample size of only

191.

We will next compare the results produced when using the SMCMC code
that has been added to MLwiN. For this we will need to rerun IGLS and

choose SMCMC from the new MCMC Options window

The MCMC options window should then look as follows:
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[v] Structured MCMC
| ] Structured MVN
[ ] Use othogonal

[ ] Use hierarchical centring

Centre at level:

Parameter expansion at level:

]2

We will now run the model using SMCMC by doing the following;:

After the estimation finishes we need to view the chain for (.

We then get the following window:

o

.a
o B ggl g

o Accuracy Diagnostics

) Raftery-Lewis (quantile) : Nhat = (3741,3741 )
b= when q = (0.025.0.975 ). r = 0.005 and s = 0.95

= Brooks-Draper (mean) : Nhat = 43369

= when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name : §;  posterior mean =-0.013 (0.001) SD =0.055 mode =-0.013
quantiles : 2.5% = -0.121, 5% =-0.102. 50% =-0.013, 95% =0.076. 97.5% = 0.093

iteratis ing everv iteration. Effective Samole Size (ESS) = 5097.

Here we see a much better mixing chain, in fact we are getting effectively
independent samples for the parameter and an effective sample size (ESS) of
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slightly more than our actual sample size! This is due to a slight negative
autocorrelation in the chain. It is clear therefore with this example that
SMCMC has a great benefit in terms of chain mixing, however this has to
be balanced with a computational cost in terms of computation time.

With all windows closed the standard algorithm takes just over 3 seconds
to run this model, whilst the SMCMC method takes 4.5 seconds. For this
simple model the computational overhead is small but as we see this will
increase with later models.

21.3 A random intercepts model

In Chapter 3 of this manual we first looked at a random intercepts model
that also contained the predictor standlrt. We can compare how SMCMC
does when we add in this predictor to the model. Firstly we need to set up
the model:

After the model runs the Trajectories window will look as follows:

Deviance(MCMC) = 9209.134(4059 of 4059 cases in use) 0?“0 =0.097(0.021)

E

o o1s.

0. o0

szl ' ' ' ' f L ' ' ' ' +

| 8,=0.003(0.041)

s
oo
ous
o
<10

= =) T =) =0 £ o = T =) =) £

|8, =0.563(0.012)

os
s
ot

oo 5 E5) o) S ES)

=0.566(0.013)

P 5 asb g

Zoom 100 ~ Select Help wiew last: 500 - rawdata -

If we compare this window with the equivalent window in chapter 3 we see the
chains are mixing better, in particular the 3y chain. In fact if we investigate
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the ESS for the parameters we see that for 3, this rises from 216 to 5209 and
for ) from 4413 to 5332. So once again we observe essentially independent
sampling for the parameters with a slight computational cost of a run time
of 5 seconds as opposed to 3.5 seconds.

21.4 Examining the residual chains

The SMCMC method is updating the level 2 residuals as well as the fixed
effects in the same step and so there should also be a benefit to the mixing
of these chains. The residual chains are not normally stored by default by
MLwiN but a method to store them is shown in section 4.6.

We will here make use of the Store residuals window as described in chapter
4.

The window should now look as follows:

DRW&L&?&H
Done Help

The estimation procedure will now store residuals as it proceeds through
the iterations using SMCMC. Chapter 4 gives instructions on how to extract
individual residual chains. For brevity we do not repeat the instructions here.
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If however you follow the instructions and then view the chain for school 1’s
residual you will see the following:

MCMC Diagnostics - school 1 [=]=ipe

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (3646,3739 )
when q = (0.025.0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 1382

when k = 2 sigfigs and alpha = 0.05

o oa p MR .
R REEE

Summary Statistics
Column : schooll  posterior mean = 0.373 (0.001) SD =0.093 meode =0.372
quantiles : 2.5% = 0.185, 5% =0.220. 50% =0.373. 95%=0.525, 97.5% =0.555
5 iterat i iteration. Effective Samole Size (ESS) = 4659.

Here we see that the ESS for this residual is 4659 as opposed to 1879 from
the standard method showing once again the benefit of Structured MCMC.

21.5 Random slopes model theory

Adding additional predictors as fixed effects to a model, as we did in the last
model, only increases the size of the multivariate vector used in SMCMC by
1 per predictor. Allowing that predictor to be random at the school level
and thus have different effects for each school will add lots of predictors to
the vector, 65 in the tutorial example.

In the last section we introduced one predictor, standlrt, a reading test at
age 11 (z) and here we allow its coefficient to vary across schools as follows:

Yij = Bo + Brxij + uoj + urjri; + ey
u; ~ MVN(0,9,), e; ~ N(0,02)

where u; = (ug;, u1;)" and €, is the variance/covariance matrix at the school

. . . . o 2 o 2
level which consists of the following terms: var(ug;) = o5, var(uy;) = o2,
and cov(ug;, U1j) = Ty01-

For a Bayesian model we will use ‘diffuse’ priors as follows:

p(Bo) < 1, p(B1) x1, p(§,) ~ IWishart(v,, S,), p(l/ag) ~ (g, e)

In this example with conjugate priors we have full conditionals that can be
easily evaluated and hence used in a Gibbs sampling algorithm as follows:
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Step 1: B ~ MVN(8B,3;3) gives X3 = 02(X7X) ! and 8 = (XTX)"'X7d
where d;; = y;; — X[ u;.

PR 2 e XL X
Step 2: u; ~ MVN(LI]',EJ') where Ej = |: s

—1
ZU—E+QU1} and 0; =

i=1

£
U—ézlej(yij_xg )-

J
Step 3: Q' ~ Wisharty (v, S,) gives v, = J + 1, and S, = (3] ujul +
S_l)_l. =t

p
ez
Step 4: 1/07 ~ T'(cc,d.) gives c. = N/2+a, and d. = 3, . 5 + b where
Cij = Yij — Xz_;'ﬁ - XiTjuj-

This is the standard algorithm used in MLwiN for this model. For SMCMC
steps 3 and 4 are as for the standard algorithm and we will have one step to
replace steps 1 and 2 with a 132 dimensional Normal update.

We start by reparameterising the model into a centred formulation by letting
up; = Po + ug; and uj; = B1 + uy; so we have:

Yij = up; + Tijui; + ey, wp ~ MVN(B,Qy), e ~ N(0,0?)

Then reconstructing the random effects statements as previously we can con-
struct our model in the form

Y=X0+FE, cov(E)=A

Here we have

1n1 Tl 0 0 0 Up1

0 0 . 0 0 |0y Oy i
v (w \_| 0 0 0 L, @ : e
L0 - ugy | T 5

2J —IQ 0 0 0 12 *

. Uy

0 0 0 0 8o

0 0 0 —I L |\ B

with

A= O'SIN 0

Recall we now have:

p(O]Y, X, A) ~ MVN ((X"AT'X) ' XTATY (XTAT' X))
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where
A1 0 0 —Q;l
0 0 :
TrA-lv _
XATX=1 0 0o 4 |-
-t e =t gt

Ty .
where A; = Q7! + ﬁtﬂﬁ Note that this makes the top left partition block
diagonal and hence the technique to speed up matrix inversions discussed
earlier can again be used. We will now look at how this works in practice.

21.6 Random Slopes model practice

Following on from the random intercepts model (after perhaps unselecting
the store residuals option if you wish) we will now specify the random
slopes model:

After running the random slopes model we can view the chains for the param-
eters by selecting the appropriate parameters from the Trajectories window.
If we firstly look at the intercept parameter, 3, we see the following:
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MCMC Diagnostics - fixed : cons E@.

B

a5 oA R om

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (3866.3680 )
when q =(0.025.0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 25663
when k = 2 sigfigs and alpha = 0.05

pp ey

Summary Statistics
param name : §;  posterior mean=-0.011 (0.001) SD =0.041 mode =-0.011
quantiles - 2.5% =-0.092, 5% =-0.078. 50% =-0.011. 95% =0.057. 97.5% = 0.068

i i verv iteration. Effective Samole Size (ESS) = 4445,
Update Disgnostic Settings Help

Here we have almost independent sampling once again with an effective sam-
ple size of 4445 iterations which compares with 281 for the standard algo-
rithm. Similarly if we look at the average standlrt effect, 5, we see the
following;:

MCMC Diagnostics - fixed : standirt [=][=]B

. R

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (3803.3741 )

when g = (0.025,0.975 ),r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat= 67
when k = 2 sigfigs and alpha = 0.05

TEMEEE

Summary Statistics
param name 8,  posterior mean = 0.557 (0.000) SD =0.021 mode =0.557
quantiles : 2.5% =0.517, 5% =0.523, 50%=0.557, 95%=0.591, 97.5%=0.596

5 iterati i rerv iteration. Effective Sample Size (ESS) = 4589.
Update Diagnostic Settings Help

Here we again have good mixing and the ESS of 4589 compares with 806 for
the standard algorithm. Note here that fitting random slopes tends to worsen
the mixing for the specific fixed effect in the standard algorithm. So we see
that once again SMCMC is much better than the standard Gibbs sampling
algorithm. As always there is a computational overhead, in this case it takes
15.5 seconds to run SMCMC as opposed to 5.5 seconds using the standard
algorithm. It is worth considering that the tutorial dataset has only a small
number of level 2 units (65) and the cost in terms of speed of SMCMC will
increase with larger numbers of level 2 units. So although on the evidence
of this chapter, SMCMC looks to be a great advance, we will demonstrate
in later chapters other methods that also improve on the standard algorithm
but without the computational overhead.
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Chapter learning outcomes




Chapter 22

Using the Structured M VN
framework for models

In this chapter, as with the last chapter, we introduce some new MCMC
methods that are limited to a subset of the models that can be fitted in
MLwiN. The methods described in this chapter are described in more detail
in Browne et al. (2009a) where several models are considered using stand-
alone code. We have however only implemented 2-level variance components
models in MLwiN following the findings in Browne et al. (20094).

We will firstly give some theoretical background in the next section to the
ideas behind the Structured MVN framework of models. For the reader who
is less interested in the theory, as long as they consider the methods simply
as another alternative fast method for fitting variance components models in
MCMC then they can skip forward to the practical sections that follow.

22.1 MCMC theory for Structured MVN mod-
els

When fitting multilevel models we are assuming some structure exists in
the data and often this amounts to clustering in the dataset where certain
observations are collected from the same level 2 unit and it is believed that
such observations should be more similar than observations collected from
different level 2 units.

There are (at least) two ways of describing a multilevel model and we il-
lustrate this here for a Normal response variance components model with
response vector y, predictor variables X and data collected on J level 2 units
with n; observations in the jth level 2 unit.

349
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Firstly the random effect (latent variable) model, which is the form we have
considered in earlier chapters, describes the structure by adding random (un-
observed) effects, u; to a standard linear model so that we have the following:

Yij = XijB + uj + €5
u; ~N(0,02), i=1,...,n;j, (22.1)
6ijNN(O,O'g>, izl,...,nj, ]:17,J

Here 7 indexes the observations in level 2 unit j and so y;; is the ith response
on the jth level 2 unit, B is the fixed effects vector associated with the
predictors X and u; are the random effects, one for each level 2 unit.

As we have seen in earlier chapters, assuming conjugate priors are used then
this model can be fitted using a four step Gibbs sampling algorithm.

An alternative formulation is to consider the whole response vector y as
following a multivariate Normal distribution as follows:

y~MVN(X3,V)

The clustering can now be accounted for by choosing the form given to V. We
will describe such a model formulation as a structured multivariate Normal
(SMVN) model. A simple linear model can be described in this framework
by letting V' = 02y and in the random intercepts case given above we can
write

y; ~ MVN(X;3,V;)
V, = 02I,, +02J, (22.2)
where y; is the response vector for the jth level 2 unit, X, is the matrix
of p predictor variables for the jth level 2 unit, I,,; is the n; X n; identity
matrix and J,,; is an n; X n; matrix of 1s. This formulation is the basis of
the IGLS algorithm that is the default estimation method used in MLwiN.
It is a straightforward exercise to verify that the two formulations result in
the same model.

We will in this chapter consider how to construct an MCMC algorithm for the
second formulation of the multilevel model. One feature of this formulation
is the lack of the random effects, u;, and consequently we have 3 sets of
unknown parameters, the fixed effects 3, the level 2 variance o2, and the
level 1 variance o2. All these parameters require prior distributions and so
for generality we will assume generic priors p(3), p(c?) and p(c?).

We then combine these with the likelihood to form the posterior distribution.
The likelihood is as follows:
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L(y | B,02,02) = T_,(2m)~/2|Vj| exp [~ (y; — X;8)7V; (y; — X;8)]
where V; = 021, + 02.J,,.

This likelihood (and loglikelihood) can be simplified for special cases (as
illustrated in McCulloch & Searle, 2001), for example, for a general random
intercept model the loglikelihood is

log(L(y | B,02%,02%)) = 1N10g27r——2 log(a +njo )——(N—J)log(ag)
i T — X8+ g Y, Elra X"

Given the above we can construct a three step Metropolis Hastings algorithm
(using suitable starting values):

Step 1: Update the fixed effects B using univariate random walk Metropolis
at iteration ¢ + 1 as follows, for j =1,...,p and with 8 _; signifying the 3
vector without component j:

p( ‘yo’u Ue /8( 7)
»(B (>|yo2a ﬁ(_ﬂ

Bi(t+1) = pB;(x)with probability min |1,
= [3,(t) otherwise,

where 3;(x) ~ N(B;(t), 53;) and p(B; | y, 03,02, 8(_)) o< L(y | B, 05, 02)p(B;)-

Step 2: Update o2 using univariate random walk Metropolis at iteration ¢+ 1
as follows :

G2t +1) = p(az<*>\yﬂ,az)>]

2(x) with probability min |1, (02 (0)y,B.02

o
o2(t) otherwise,

where o7 () ~ N(02(t), s2,) and p(oy | y, B8,02) < L(y | B,05,02)p(0s).

Here as described previously in Browne (2006) we use a Normal proposal dis-
tribution and assume that inadmissible values for o2 will have zero likelihood
or a prior of zero.

Step 3: Update o2 using univariate random walk Metropolis at iteration ¢+ 1
as follows :

~

o2(t+1) = o2(x)with probability min |1 %]
o

2(t) otherwise,

o
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where o7 (x) ~ N(07(t), 53.) and p(o? | y, B,07) o< L(y | B, 073, 02)p(0?).

To choose the values of the proposal standard deviations, sg;, Sy, and s
we use the adapting procedure from Browne & Draper (2000) described in
earlier chapters.

To speed up the algorithm it is useful to consider how most efficiently to
evaluate the likelihood. In fact it is easier to work with the log-likelihood
than the likelihood. For the general variance components model we have

log(L(y | B,03,02)) = —3Nlog2m — 5 37 log(07 + njo) — 5(N — J)log(c?)

)

o2 (i — X1 (3))2
g Yy — XB)? + e Y, X

Here the majority of the computation lies in the last two terms with their
summations of squared terms over the length of the dataset. We can speed
up evaluation by considering summary statistics of the data that are constant
through iterations.

If we write y for the vector of responses y;; and X for the matrix of predictor
variables then we can write the penultimate term, 3, . (yi; — XiiB)? =yly—
2yT X B+ BT XT X B. If we were to store the sums of squares and cross product
objects yTy, y? X and X7 X then we would need to do far fewer numerical
operations at each iteration. We could also construct the same objects for
each cluster and the operations for the inner ¢ summation in the final term
can also be reduced. These efficiency gains rely on the fact that the number
of observations in the dataset N (and the size of each cluster n;) is far greater
than the number of fixed effects p which is true in most cases.

We will next look at how we run this algorithm in practice.

22.2 Using the SMVN framework in practice

As with the last chapter we will investigate the tutorial dataset for compar-
ison with the standard methods used in the earlier chapters. Firstly we need
to retrieve the worksheet:

e Select Open sample worksheet from the File menu.

e Select tutorial.ws.

This will open the Names window and we now need once again to bring up
the Equations window and set up the model. Here again we will set up a
model with no predictor variables
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These commands will set up the model which we now need to fit using
MCMC, although firstly as usual we will fit it using IGLS to get starting
values.

The Equations should now look as follows:

ﬁoy' =-0.013(0.054) + Uy, + €y

[uoj] ~N@©. Q) : Q,= [0.169(0.032)]

[eoy.] ~N@O, Q) : Q,= [0.848(0.019)]

-2*loglikelihood(IGLS Deviance) = 11010.648(4059 of 4059 cases in use)
UNITS:
school: 65 (of 65) in use

Mame + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100

Here we see the deviance calculated by IGLS is 11010.648. We will firstly
run this model using the standard MCMC algorithm that assumes a random
effect formulation.
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Upon running the model the Equations window should look as follows:

Boy =-0.012(0.054) +uy, + e,

[uoj] ~N(O0, Q) : @ = [0.176(0.036)]

[eoy.] ~N@O, Q) : Q,= [0.849(0.019)]

Deviance(MCMC) = 10850.046(4059 of 4059 cases in use)
UNITS:

school: 65 (of 65) in use
Mame + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

Here we see that the Deviance is 10850.046 which is very different from
that given by IGLS. This is because IGLS is using a multivariate Normal
model likelihood whilst the MCMC method is using the product of univariate
Normal likelihoods conditional on the random effects.

To calculate the DIC diagnostic for our model:

This will bring up the Output window with the following information:

Dbar | D(thetabar) | pD DIC
10850.05 10790.01 | 60.03 | 10910.08

Here as described earlier we have 60 ‘effective’ parameters as the random
effects are shrunk due to sharing a prior distribution and so do not contribute
whole parameters to the parameter count.

We have previously looked at the diagnostics for the various parameters in
this model and in particular via the Trajectories window we can get the
effective sample size for each parameter in the model. These are 191, 3305
and 4812 for By, 02, and o2, respectively.
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We will now consider how to run this model using the structured MVN
formulation.

The MCMC options window should then look as follows:

[ ] Structured MCMC

[v] Structured MVN
[ ] Use orthogonal

[ ] Use hierarchical centring

Centre at level:

Parameter expansion at level:

J2

We will next run the model using the SMVN formulation by doing the fol-
lowing:

This method is far quicker than the standard MCMC algorithm and if you
close all the windows while running the algorithm it will finish in less than a
second.

The Equations window should now look as follows:
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Equations EE.
normexam, ~ N(XB, Q)

normexam,, = IA'S[m.cons

Boy = -0.012(0.057) + uy, + e,

[uﬂj.] ~N(0, Q) : Q= [0.187(0.040)]

[e%,.] ~NO, Q) : Q,= [0.849(0.019)]
Deviance(MCMC) = 11013.908(4059 of 4059 cases in use)

UNITS:
school: 65 (of 65) in use

Mame + - AddTerm Estimates [MNonlinear Clear MNotation Responses Store Help Zoom 100 -

One first thing to note is that the level 2 variance estimate o2, here is larger
than seen for the random effects model. This is because the SMVN coding in
MLwiN has only been done for uniform priors and so any priors displayed on
the Equations window should be ignored. A uniform prior for the variance
will give a larger posterior mean estimate than a I'"!(e, ) prior as has been
discussed in earlier chapters.

Here we see the deviance calculated by MCMC is 11013.908 which is much
closer to that from IGLS (11010.648). Calculating the DIC diagnostic for
our model we now get

Dbar | D(thetabar) | pD DIC
11013.91 11010.92 | 2.98 | 11016.89

The main thing to note here is that the deviance given in the Equations
window is the mean deviance (11013.91) rather than the deviance at the
mean (11010.92) which is closely related to the IGLS deviance (11010.65)
which is effectively the deviance at the mode. The other thing to note is that
pp is given as 2.98, effectively 3 which corresponds to the number of actual
parameters in the model as we no longer have random effects.

If we again look at diagnostics for the various parameters in the model and in
particular via the Trajectories window we look at the ESS for each param-
eter in the model we get 1182, 974 and 1201 for By, 0%, and o, respectively.
Here we see an improvement for [, as we no longer have the problem of
correlation between it and the residuals. All 3 parameters have reasonably
similar ESS and these are smaller than the actual run-length primarily due to
using Metropolis sampling. However the methods are incredibly fast and so
the time to get a specific ESS will be competitive if not better than standard
methods for all parameters.
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We next look at how we can perform model comparison with other predictor
variables before considering how to check if clustering is required.

22.3 Model Comparison and structured MVN
models

We will next investigate how in this framework we can choose between models
by adding the predictor variable standlrt to the model. We can also compare
how the SMVN framework compares with both the standard method and
SMCMC when we add in this predictor to the model. Firstly we need to set
up the model:

After the model runs the Trajectories window will look as follows:

Deviance(MCMC) = 9361.304(4059 of 4059 cases in use) oio =0.101(0.021)

s,

ais
370,
s, e
350-

ous

o) =5 E5) o) o) E = 5 £ o)

118, = 0.001(0.042) 6}, = 0.567(0.012)

o ) £ ) =0 ) =0 o oo )

|8, =0.563(0.012)

W

BEEEEE

=) ) = o o E

Zoom 100 - Select Help view last: 500 - rawdata -

Once again the estimation is almost instantaneous with most of the time
taken in refreshing windows. The effective sample sizes can be compared
with the standard Gibbs sampler and structured MCMC in the table below.
Here again we see that the method produces smaller ESS scores in general,
however these should be balanced by the faster computations.
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Parameter | Gibbs | SMCMC | SMVN
Bo 216 5209 1125
1531 4413 5332 1219
o2, 2821 3108 1015
o2 4712 4707 1276

If we look at the DIC diagnostic for this model via the Model menu we see

Dbar | D(thetabar) | pD DIC
9361.30 9357.45 | 3.86 | 9365.16

Here again pp gives roughly the actual number of parameters in the model
and as seen for the standard Gibbs sampling algorithm we have a greatly
improved model. Again the deviance at the mean (9357.45) is close to the
IGLS deviance (9357.242) and hence the change in deviance is also similar
(1653.47 versus 1653.41) although this does not mean we should use it in a
likelihood ratio test.

22.4 Assessing the need for the level 2 vari-
ance

One problem when fitting models using MCMC is assessing whether a set
of random effects should be included in the model. When testing a fixed
effect we have a myriad of options ranging from looking at the change in
DIC between models to examining the credible interval for the additional
parameter for the presence of zero in the interval. We cannot do the same
thing with a variance parameter for the set of random effects as we are
restricted by the fact that a variance is typically assumed positive and so the
prior used generally has no support for negative values. In the structured
MVN framework, however, the level 2 variance parameter o2 simply has a
role as a parameter in the global variance matrix V. It is in this framework
perfectly plausible for the parameter to take negative values to represent less
correlation within a cluster than is seen from a randomly selected group from
the population at large and a small negative correlation will still result in a
positive definite V' matrix.

Such negative correlations are seen in practice: for example, in clusters of
animal litters where competition for a shared resource tends to produce large
variation within a cluster. For the tutorial example we see, via the MCMC
diagnostics window, that there is no support for a negative value for o2:
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e

L d™h A
SNERETE

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (12226,13827 )
when g =(0.025,0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 363
when k = 2 sigfigs and alpha = 0.05

555 bFoas

Summary Statistics
param name :of‘, posterior mean = 0.101 (0.001) SD =0.021 mode =0.096
quantiles : 2.5% = 0.066. 5% =0.07L 50%=0.099, 95% =0.139. 97.5% =0.149

000 erati ing everv iteration. Effective Samole Size (ESS) = 1015.

We can however consider a model where we know that there is no real level 2
variation. To do this we will simulate a response variable using the random
number generator in MLwiN.

The window should now look as follows:

Type of Number

) Uniform Random Number ~ ®) Nommal Random Number
) Binomial Random Number () Poisson Random Number
() Chi squared Random Number () Distributed Random Number
() Exponential Random Number () Generate Hierarchy

(") Gamma Random Number

[] Use Columns as Source
Output column |c11 v
Number of repeats |m

EIE

We will next generate this column and use it as a response in an IGLS run
of the model
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This will fit the previously considered variance components model but with
our simulated response using IGLS. The results can be seen below:

cll, ~ N(XB, Q)
clly. =,6’0§c0ns + 0.033(0.016)stand].rt§
ﬁog =-0.002(0.016) + Uy, + €g;

[uoj] ~N(0, Q) : Q= [0.000(0.000)]
[eog] ~N(0, Q) : Q= [1.021(0.023)]
-2*loglikelihood(IGLS Deviance) = 11601.586(4059 of 4059 cases in use)

UNITS:

school: 65 (of 65) in use
Mame + - AddTerm Estimates [Monlinear Clear Motation Responses Store Help Zoom 100

The IGLS algorithm gives a zero estimate for the level 2 variance - basically
a check is included in the algorithm so that any negative estimates are reset
to zero. This resetting can be removed via the Estimation control window
although we do not demonstrate this here.

We will next run the model using MCMC in the structured MVN framework:

We could now look at the chain for the level 2 variance via the Trajectories
window however this window will give a Kernel density plot restricted to
positive values as the parameter is assumed to be positive. Instead we can
take the data solely for the level 2 variance parameter and use the Column
Diagnostics window. This is a slightly involved procedure as detailed below:
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We are here creating an indicator vector which will match up the chains for
the four stored parameters that are currently stacked in column ¢1090. The
Generate Vector window should look as follows:

Type of wector

() Constant vector () Sequence (® Repeated Sequence
Output column 12 v|
Mazximum number |4 |
MNumber of repeats per 1 |
Number of blocks [5000 |

We next need to use this vector to split up the various chains using the Split
column window.

The Split column window will then look as follows:
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[ Remove | | Removeal | | Execute | | Unce |

We next need to perform the splitting operation and view the column (c15)
that contains the level 2 variance chain.

The MCMC Diagnostics window will then look as follows:

S T
.8 ™% ¢
{

=
Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (13827,13456 )
when q = (0.025.0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 7239514
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
Column : cl5  posterior mean = -0.000 (0.000) SD =0.003 mode =-0.001
quantiles : 2.5% =-0.004. 5% =-0.004, 50% =-0.001. 95% =0.005, 97.5% = 0.006
000 actual iterati oring everv iteration. Effective Samuvle Size (ESS) = 832.

s
popopp fiF g

Here we see that the parameter o2 represented by column 15 has a chain
that contains both negative and positive estimates. We can now use the
confidence interval constructed from the chain to see that there is no need
to account for school effects in the model.

As a verification we can also look at the DIC diagnostic. The table below
shows the DIC from this model fitted using the structured MVN framework
and a simpler model with no random effects. Note to fit the simpler model
using MCMC you have to switch off the Structured MVN option.
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o2 Dbar | D(thetabar) | pD DIC
With | 11605.11 11601.44 | 3.67 | 11608.79
Without | 11604.61 11601.59 | 3.02 | 11607.63

We see quite clearly that the DIC estimate is actually lower for the model
without the random effect variance parameter included which backs up our
earlier findings.

In this chapter we have introduced another MCMC method for fitting Normal
response variance components models that links with the IGLS algorithm.
The advantage with this method is its computational speed which more than
compensates for the slightly smaller ESS values the method often produces.
However the speed has to also be set against the scope of the method. Browne
et al. (2009a) also investigated using the method for random slopes models
and here the speed advantage disappears and so consequently the method
has only been implemented in MLwiN for variance components methods.

Chapter learning outcomes
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Chapter 23

Using Orthogonal fixed effect
vectors

In this chapter we will introduce the first of three reparameterisation meth-
ods that have been implemented in MLwiN. Basically a reparameterisation
method involves reformulating a statistical model by replacing certain pa-
rameters with other parameters. This reparameterisation has to be done in
such a way that it is possible to recover the original parameters in the model.

The first of these methods replaces a set of fixed effect predictors in a model
with an alternative group of predictors that span the same parameter space
but are orthogonal. We will give more details of what we mean by orthogonal
vectors in the next section.

These methods have been implemented for all models in MLwiN and are
universally useful, although in practice they are more useful for non-Normal
response models. This is because the methods are best at removing the
influence of correlation between chains for different fixed effects, and for
Normal models all fixed effects are generally updated in a block.

In this chapter we revisit one model from each of three previous chapters and
show the improvements that using orthogonal predictors produce. We would
recommend ALWAYS using orthogonal predictors where possible for non-
Normal models although we have not updated the material in earlier chapters.
We will also investigate how the implementation of the methods has been
included in the MLwiN to WinBUGS interface at the end of the chapter. For
further details of the use of these methods and the other reparameterisation
methods used in later chapters see Browne et al. (20090). We now give some
further details of how these methods work in practice.

365
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23.1 A simple example

We will start here by considering a very simple example with some response
variable y. Let us suppose we believe the value of y depends on the gender
of the individual and so we have a regression model

Yi = Po + Blgenderi +e, €~ N(O, 05)

that contains just an intercept (fy) and a gender vector which takes values
1 for girls and 0 for boys with associated coefficient 8;. Then [, would
represent the average value of y for boys in the dataset and S, the difference
between the averages for boys and girls. Now we could reparameterise this
model as follows:

y; = Bo(1 — gender,) + figender; +¢;, ¢e; ~ N(0, 03)

Here we have replaced the intercept with a vector that takes values 1 for
boys and 0 for girls and now [y still represents the average value of y for
boys but 37 represents the average value of y for girls. We are able to recover
the original £ as f; = fB7 — By and so this reparameterisation is simply a
different way of expressing the same model and we would expect the same
estimates for ¢; and o no matter which parameterisation is used.

The second parameterisation has the additional property of containing or-
thogonal predictor variables. For a set of predictor variables to be orthogonal,
the product of any pair of predictor vectors must be 0 i.e. Zfil ZjiThi = 0
would mean predictors z; and z;, are orthogonal.

In our example we have z;; = gender; and z;; = 1 — gender; which means
that for every ¢ either x;; = 0 or z3; = 0 and so their product is always zero
and as a consequence the sum of all terms is 0. Note that this is a special
case and the only property needed for orthogonality is that the product is
0. For the original formulation we had z; = gender; and xy; =1 Vi (the
intercept) and so the product of the two vectors will equal the number of
girls in the data which will never equal zero unless there are no girls in the
dataset in which case we cannot identify a gender effect.

This example gives a good motivation of why orthogonal vectors are useful as
clearly in this rather special case we could almost in fact, using the orthogonal
parameterisation, split the data into two subsets (boys and girls) and then
fit the models separately with the value of each parameter having no impact
on the other. The only problem here is that both subsets would still share
the same variance parameter whilst fitting the models separately would give
two different estimates for o2 so it is not quite that simple. Clearly with
a model that has the boys average and the difference between genders as
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parameters, changing one parameter will change the other i.e. if the boys’
average increases then the difference between the two genders will decrease
ete.

This is a special case but a similar property holds for orthogonal parameters
in general: that the effect of each parameter should be independent of the
others and so we should see better mixing of MCMC algorithms where the
parameters are updated separately if an orthogonal parameterisation is used.
Orthogonal parameterisations should also have benefits for likelihood based
estimation procedures in improving convergence. We will next discuss how
one constructs orthogonal vectors in general.

23.2 Constructing orthogonal vectors

Our general aim is given a set of predictor variable vectors X = (x1,Xa, ..., Xy)
to replace these vectors with an orthogonal set that spans the same predictor
space. There are many such sets of orthogonal vectors and we will outline an
algorithm that produces a unique set subject to the ordering of the predictors.
The algorithm is as follows:

Step 1 : Number the predictors in some ordering 1,..., N.

Step 2 : Take each predictor in turn and replace it with a predictor that is
orthogonal to all the (orthogonal) predictors already considered as described
below:

For predictor x;, create x; = wj ;X1 + WorXo + ... Wk_1 £Xk—1 + Xi SO that
(x;)Tx; = 0 Vi < k. Note that this results in solving k — 1 equations in
k — 1 unknown w coefficients.

By performing this step for all predictors in turn we will end up with chvzl k—
1 = (N—1)N/2 coefficients. Once we have performed step 2 for all predictors
we have a lower diagonal matrix W = [w; ;] such that X* = WX and so we
can run the model using the X* predictors.

This will result in chains for parameters 3* which can be transformed into
chains for the original parameters 3 by pre-multiplying 8* by W7. Each
unique ordering of the predictors will give a unique set of orthogonal pre-
dictors. The algorithm will generally work provided the predictors are not
co-linear.

From a Bayesian modelling point of view it is worth pointing out here that
we would normally need to calculate the Jacobian of the transformation
from B to 3" to ensure that we maintain the same prior distributions after
reparameterisation. In all of our examples however we use improper uniform
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priors and so this is not a problem. It should however be noted that MLwiN
will ignore any informative priors when orthogonalisation is switched on.

As we will see in the sections that follow, although it is useful to know how the
algorithm works, the algorithm will simply run seamlessly in MLwiN without
the user ever seeing the orthogonal vectors that are used but simply getting
the output for the original parameterisation. We will now go through four ex-
amples showing specific models from earlier chapters. We will then compare
the mixing of the chains between the standard and orthogonal methods.

23.3 A Binomial response example

We will start by revisiting the Bangladeshi contraceptive use dataset which
we studied in Chapter 10. In particular we will focus on the rather compli-
cated example involving random coefficients for area type. We will now give
instructions how to set up this model in MLwiN.
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After this rather long set of instructions the model will be run using the
standard MCMC algorithm of Metropolis Sampling for the fixed effects and
residuals and Gibbs sampling for the level 2 variance matrix. The Equations
window will look as follows:

use,; ~ Binomial(denombg, T.)

logil(;rry.) = ﬁojcons + -0.027(0.008)3;;3? + 1.157(0.157)0nekidy. +
1.376(0.174)twokids§ + 1.384(0.180)Ihree+kidsy. + ﬁsjurbany.

By; =-1.724(0.159) + g,

ﬁs; =0.805(0.189) + Us;

0.418(0.137)

-0.432(0.176) 0.738(0.303)

[u"f ~N(O, Q) : Q= [

qu

var(usey.hry.) = ;rry.(l - ;rry.)f'denombg

Deviance(MCMC) = 2328.933(1934 of 1934 cases in use)
UNITS:
district: 60 (of 60) in use

MName + - AddTerm Estimates Monlinear Clear Motation Responses Store Help Zoom 100

We will need to look at the Trajectories window to examine the mixing of
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the parameters:

The Trajectories window will look as follows:

Deviance(MCMC) = 2328.933(1934 of 1934 cases in use) §, = -1.724(0.159) B, =-0.027(0.008)

=i, 157(0 157) =i, 375(0 174) =i, 384(0 180)

MWWMW\WWWWWW\WWWMM

=0.805(0.189) =0.418(0.137) 6,50 = -0.432(0.176)

WMWWWWMWM\WMMMWMMWWWWWW

025 =0.738(0.303) 6%, =1.000(0.000)

i

Db | ]

Zoom 100 ~ Select Help view last: [0 </ rawdata -

Here we see that the mixing is not too bad overall however some parameters,
for example [y display worse mixing than the rest. For each parameter we
can click on the trace plot and get further diagnostics including effective
sample sizes. We will tabulate and compare ESS values later.

We now need to rerun IGLS and choose to use the orthogonal option in
MCMC.

The MCMC options window should then look as follows:
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MCMC Options %]

|Ise orthogonal parameterisation
[ ] Use hierarchical centring
Centre at level: 7.

Parameter expansion at level:

[]2

Done

We will next run the model using the orthogonal parameterisation by doing
the following:

e Click on the Done button on the MCMC options window.
e (lick Start.

Note the method should not normally take any longer to run than the stan-
dard algorithm although with the Trajectories window in view and showing
the last 5000 iterations this will slow estimation down. If you prefer you can
close the Trajectories window and reopen it and reformat it as described
earlier when estimation has completed.

Upon completing 5000 iterations the Trajectories window will look as fol-
lows:

Traject [=]=]B<
Deviance(MCMC) = 2329.877(1934 of 1934 cases in use) 4, = -1.702(0.167) B, =-0.026(0.008)

WWWWWMM\WMWWWWWW\WWWWWWW

£, =1.126(0.162) =1.349(0.177) = 1.346(0.185)

:EWWWWWWW\MMWWWWWWMW\WWWWWWWW\

$5=0.811(0.192) 62, =0.417(0.135) G50 = -0.419(0.172)

www«wwwmwxwwmwmmmwwmww

o = 0.700(0.300) o 1 =1.000(0.000)

Zoom 100 ~ Select Help viewlss H rawdats -

Even at first glance the improvement in mixing of the chains for all the fixed
effects is impressive. In the table below we summarise the different ESS
values for the two parameterisations.
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Parameter | Non-orthogonal | Orthogonal
Bo 73 301

b1 190 1154

Ba 183 978

Jo 143 1024

Ba 75 924

Bs 60 124

o2y 229 250
Ou50 148 167
o2, 130 129

Here we see that the improvement for those fixed effects not also associated
with a set of random effects is of the order 5-10 times larger an ESS. The
two fixed effects 5y and (5 that are associated with sets of random effects
show less (if any) improvement partly because their chains are also correlated
with the chains for the sets of random effects. We will revisit this example
in Chapter 25 when we investigate hierarchical centring to see if we can
also improve the chains for these variables. The variance parameters should
not be affected greatly by the orthogonal transformation and if anything
for these parameters the situation is worse after the fixed effects have been
orthogonalised.

Although some of the chains for this model mix poorly when orthogonal

parameterisation is not used, we saw a Poisson model in Chapter 11 which
exhibited far worse mixing and we investigate it next.

23.4 A Poisson example

In Chapter 11 we investigated using Poisson response models for a dataset
that concerned Melanoma mortality in Europe. In section 11.4 we considered
a model with fixed effects and interactions for nation and UV exposure and
we will revisit this model again here. First we need to set up the model in
MLwiN and hence we need to follow the following instructions.
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The above list of instructions should result in setting up the model structure
for the model in section 11.4 and fitting the model in IGLS. We next need
to change estimation method to MCMC and repeat the model fitting of that
section. We will also need to increase the run length because of the poor
mixing of the chains for this model. This we do as follows:
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Upon running the model we will get the following estimates:

obsgi ~ Poissou(:[ﬁ)

log(:tg) = Iogexpg + 0.785(0.765)Belgiu1tb, + 0.493(0.126)W.Germa11¥’ + 0.434(0.685)D311markj + -0.592(0.055)Francej +
0.621(0.216)UK, + 0.280(0.104)Haly, + -0.417(1.205)Ireland, + 14.580(8.872)Luxembourg, +
—0.347(0.889)Ne|herlandsj + 0.292(0.257)Belgium.uvbiy + —0.009(0.033)W.Germany.uvbig +
-0.062(0.121)Denmark.uvbiﬁ + 0.013(0.018)France.uvbiﬁ + 0.142(0.045)UK.uvbi!.j + -0.087(0.016)Ilaly.uvbiv +
0.022(0.243)1reland.uvbig + 6.353(3.872)Luxemb0u1g.uvbig + —0.113(0.214)Neﬂlerlands.uvbi? + uycons

[uqi] ~N@O, @) : Q= [0.037(0.009)]
var(obsﬁlnry) =y
Deviance(MCMC) = 2026.603(354 of 354 cases in use)

UNITS:
region: 78 (of 78) in use

Mame + - AddTerm Estimates MNonlinear Clear Motation Responses Store Help Zoom 100

and if we investigate for example the chain for the Belgium effect, f;, (via
the Trajectories window) we see the following:

[l

S s T
4

-
Accuracy Diagnostics
Raftery-Lewis (quantile) - Nhat = (224703182742 )
when q = (0.025,0.975 ), r=0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 127738219
when k = 2 sigfigs and alpha = 0.05

3 = = = E ) = = =
o T T T T T
S

summary Statistics
param name ° §;  posterior mean = 0.785 (0.129) SD =0.765 mode =1.049
quantiles : 2.5% =-0.791, 3% =-0.562, 50% =0.866, 93% =1.902, 97.5% = 2.096
0000 actual fterati ing everv iteration. Effective Samole Size (ESS) = 38.

fer OINg every

Here we have an ESS of 38 after in reality running for 50,000 iterations. We
will again try and improve matters by using an orthogonal parameterisation
as follows:
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If we now look at the f; diagnostics we see the following:

o

(I i T
P i T

- -

Accuracy Diagnostics
Raftery-Lewis (quantile) - Nhat = (15489,15132 )
when g =(0.025,0.975 ), r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 748892
when k =2 sigfigs and alpha = 0.05

—
i .

Summary Statistics
param name -, posterior mean = 0.703 (0.010) SD =0.740 mode = 0.689
quantiles : 2.5% = -0.740, 5% =-0.518, 50% =0.698, 95%=10922, 97.5%=2.164

f i i i jon. Effective Samole Size (ESS) = 5156.
Update | Diagnostic Settings | Help

Here the effective sample size increases from 40 to 4905, a factor of over a
100! If we look at the table below we see universal improvement with the
orthognal parameterisation.
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Parameter | Non-orthogonal | Orthogonal
Ioht 38 5156
Ba 146 672
B3 33 5231
Ba 1508 1854
Bs 67 1041
Be 431 1487
7 60 7026
Bs 26 2430
By 31 2416
B1o 38 5205
b1 160 1045
b2 33 5079
513 1838 1985
B4 69 1199
b5 458 1774
Bie 61 6928
Bi7 26 2375
Bis 31 2419
o2, 3160 3768

The improvement varies from less than twice as big an ESS to over 150 times
as big however the important statistic is probably the value of the smallest
ESS and this rises from 27 to 650 which is a great improvement. For this
model at least we can actually interpret the orthogonal parameterisation.
The first 9 predictors are already orthogonal and so will remain the same
in the orthogonal parameterisation. The other nine (interaction) terms are
orthogonal to all predictors apart from the corresponding intercepts and so
to make them orthogonal they will be centred around the nation mean for
UVB. This also explains in part the great differences between the ESS values
in the original parameterisation as each nation has a different mean UVB
score and for example France (nation 4) has the closest to 0.

We will next show how orthogonalisation helps with an ordered multinomial
model.

23.5 An Ordered multinomial example

In Chapter 13 we looked at fitting ordered response multinomial models to
a dataset of A level (chemistry) exam results. These responses are grades
from A - F on an exam taken at age 18 in the UK. We will here look at the
effect of using orthogonal fixed effects on the multilevel model described in
section 20.5. Once again we need to load up the worksheet and set up the
model before we can compare methods. This can be done as follows:
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Upon completion of the iterations we get the following estimates:

resp,; ~ Ordered Mult:inomial(cﬂnsjk, :ryk)
Ty = Ty Yo ™ Tue T Ty Ve Tye T T T Ty
e T Mo T Wy ¥ Wy Ve ™ My T o T W + Wy T s = 1
=-1.939(0.113)cons.(<=F),, + &,
logit(y%fk) = -0.787(0.102}cons.({=E)§k + hjk
logit(y3jk) = 0.281(0.100)c0ns.({=D)yk + hjk
logil(y4jk) = 1.54?(0.108)1:0115.({:(3)% + hﬁc
logil(ysjk) = 3.350(0.130)c0ns.(€=B)§k + hﬁc
hy = -2.271(0.071)geseav.12345 , +-0.454(0.047)gese’2.12345 , +

0.757(0.096 ))female. 12345jk + v cons. 12345

[ve] ~NO. 2) : @,=[0614(0.129)]

cnv(ysjk,yrjk) =y%m_(1 -ygk)fconsjk s<=r
Deviance(MCMC) = 5824.764(10830 of 10830 cases in use)
UNITS:

estab long: 219 (of 219) in use

pupil long: 2166 (of 2166) in use

- Add Term Estimates Monlinear Clear Motation Responses Store Help Zoom 100

If we take a look at the Trajectories by doing the following:
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we see that the chains’ mixing is not too bad:

Deviance(MCMC) = 5824.764(10830 of 10830 cases in use) 4, = -1.939(0.113) =-0.787(0.102)

W‘MWMMMWMWWWW

£>=0.281(0.100) 3 = 1.547(0.108) IR 3350(0 130)

,9 = 2271(0 071) = 0454(0 047)

,37 =0. 757(0 096)

Lo
Il
)
2
A
S
]
3
<

We will next use the orthogonal predictor option:

Having run the model using the orthogonal parameterisation we can look
again at the Trajectories window and see that things have improved al-
though not by as huge an amount as we observed with the Poisson example.

Deviance(MCMC) = 5826.131(10830 of 10830 cases in use) §, = -1.926(0.107)

=-0.770(0.101)

8, =0.296(0.102) B85 =1.556(0.109) ﬁ4 =3. 358(0 136)

MNMWWWMMWWMWMMWWWWWWMMMWWMMW\

85 = -2.267(0.069)

=-0.458(0.047) ,37 =0.747(0.094)

XN
I

0.607(0.129)

Zoom 100 v Select Help view last: | v rawdata v

We can look closely at each parameter chain and pick out the ESS and these
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are given in the following table:

Parameter | Non-orthogonal | Orthogonal
Bo 91 227
b1 74 158
Ba 68 129
B3 59 124
Ba 64 155
Bs 327 282
Be 298 754
B7 283 795
o2 233 193

Here we see that in general the method has improved the mixing (with the
exception of f5); the improvement is of the order of a factor of around 2 in
terms of increased sample size which is far less than for the Poisson models.
Note, although we do not give an example of it here, it is also possible to use
orthogonal parameterisations with unordered multinomial examples.

23.6 The WinBUGS interface

The MLwiN to WinBUGS interface produces for the user WinBUGS code
for the same model that they are planning to fit in MLwiN. As we saw
in Chapter 7 this then allows the user to modify their code further to use
features unavailable in MLwiN.

The new MCMC methods that are described in these chapters will also trans-
late (in part) via the WinBUGS interface. The previous two chapter meth-
ods (SMCMC and SMVN) are not available in WinBUGS and so are not
included; however orthogonal parameterisations are as we describe here for
the Bangladeshi example.

To begin this section we need to once again set up the Bangladeshi model as
detailed in section 23.3. If you follow the instructions for loading the work-
sheet and setting up the model and then run just with IGLS the Equations
window should then look as follows:
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use,, ~ Bmomml(denomby., ;rry.)

logit(;rrg) =ﬁ0jcons + -0.025(0.008)agey + 1.058(0.155)0nekidg +
1.26?(0.1?0)twokids§ + 1.261(0.1?5)lhree+kidsy. + J!'i’sjurbangf

By =-1.589(0.150) + uy,

ﬁs_; =0.754(0.160) + Us;

0.323(0.101)

[/
Yl ~N(O. Q) : Q,=
u -0.338(0.138) 0.564(0.250)

)

va.r(useﬁbrﬁ) = ;rry.(l - :ry)fdenﬂmby

(1934 of 1934 cases in use)
UNITS:
district: 60 (of 60) in use

Mame + - AddTerm Estimates Meonlinear Clear Motation Responses Store Help Zoom 100

In Chapter 7 we described WinBUGS in some details and will assume the
reader has already read this chapter. We will now need to ensure we have
orthogonal predictors set up and then get to the BUGS options in MLwiN:
we need to do the following:

This will bring up the Save/Load BUGS files screen that looks as follows:
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Save/Load BUGS files  [X]
Saving Options

Save cument model in BUGS format |

) WinBUGS 1.3 ® WinBUGS 14

Loading Options

rou st
Start column number

| Input data | | Done |

From this screen we can save the BUGS code for the currently set up model
or read in the output files that contain parameter traces from BUGS for use
in MLwiN (see later). For now we will save our current model in BUGS
format:

e Select the WinBUGS 1.4 button.
e Click on the large button at the top of the window.

This will bring up a file save window similar to those for inputting and
saving worksheets. For now we will save the file in the default directory
as bangort.bug. This will create a file that contains the BUGS model
definition, initial values and data.

To now fit our model in WinBUGS, we must start the WinBUGS program
and read in the file bangort.bug (from the directory it was saved in) as a
text file. Note that you will have to change the Files of type box to All files
(*.*) to see the file bangort.bug. Having read in the file, a window headed
bangort.bug will appear containing the information needed by BUGS for
this model.

We will here detail the model code created for WinBUGS in chunks. The
first section detailed below specifies the distribution for the variable use in
terms of a set of orthogonal predictors (orthog) with associated coefficients
(betaort)

# WINBUGS 1.4 code generated from MLwiN program
#----MODEL Definition----------—-----
model

{

# Level 1 definition
for(i in 1:N) {
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use[i] ~ dbin(p[i],denom[i])
logit(p[i]l) <- betaort[1] * orthogl[il

betaort[2] * orthog2[i]
betaort[3] * orthog3[i]
betaort[4] * orthog4l[i]
betaort[5] * orthog5[i]

betaort[6] * orthog6[i]
u2[district[i],1] * cons[i]
u2[district[i],2] * urban[i]

-~ + + + + + + +

In the next section of code we need to specify the orthogonal predictors in
terms of the original predictors as follows:

for(i in 1:N)
{
orthogl[i] <- 1.000000 * cons[i]
+ 0 * ageli]
+ 0 * onekid[i]
+ 0 * twokids[i]
+ 0 * three kids[i]
+ 0 * urbanl[i]
orthog2[i] <- -0.00204757 * cons[i]
1 * agel[i]
0 * onekid[i]
twokids [i]
0 * three kids[i]
0 * urbanl[i]
orthog3[i] <- -0.183058 * cons[i]
0.00883829 * agel[i]
1 * onekid[i]
* twokids[i]
0 * three kids[i]
0 * urbanl[i]
orthog4[i] <- -0.195383 * cons[i]
+ 0.00122514 * age[i]
0.200184 * onekid[i]
+ 1 *x twokids[i]
+ 0 * three kids[i]
+ 0 * urban[i]
orthogb[i] <- -0.552304 * cons[i]
+ -0.0305852 * age[i]
+ 0.432448 * onekid[i]
+ 0.56088 * twokids[i]
+ 1 * three kids[i]
+ 0 * urban[i]
orthog6[i] <- -0.33731 * cons[il
+ -0.00216548 * age[i]

+ o+ + o+ o+
o
*

+ + + o+ 4
o

+
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+ 0.00678972 * onekid[i]
+ 0.0708158 * twokids[il
+ 0.089127 * three_kids[i]
+ 1 * urban[i]

}

Here we see how the algorithm proceeds by adding in an additional predictor
into the construction of each orthogonal predictor in turn and so the first
predictor simply is the intercept whilst the second is a linear function of
the intercept and age and so on. Formulating the model in this way means
that in the data section later the original data rather than the orthogonal
predictors can be given. The next section of the code relates the coefficients
for the original predictors to those for the orthogonal predictors:

beta[1] <- 1.000000 * betaort[1]
-0.00204757 * betaort[2]
-0.183058 * betaort[3]
-0.195383 * betaort [4]
-0.552304 * betaort[5]
-0.33731 * betaort[6]

beta[2] <- 0.000000 * betaort[1]
+ 1 * betaort[2]

+ 0.00883829 * betaort[3]

+ 0.00122514 * betaort[4]

+ -0.0305852 * betaort[5]

+ -0.00216548 * betaort[6]
betal[3] <- 0.000000 * betaort[1]
+ 0 * betaort[2]

+ 1 * betaort[3]

+ 0.200184 * betaort[4]

+ 0.432448 * betaort[5]

+ 0.00678972 * betaort[6]
betal[4] <- 0.000000 * betaort[1]
+ 0 * betaort[2]

+ 0 * betaort[3]

+ 1 * betaort[4]

0.56088 * betaort[5]

0.0708158 * betaort[6]

beta[5] <- 0.000000 * betaort[1]
+ 0 * betaort[2]

+ 0 * betaort[3]

+ 0 * betaort[4]
+
+

+ 4+ + + +

+ +

1 * betaort[5]
0.089127 * betaort [6]
betal[6] <- 0.000000 * betaort[1]
+ 0 * betaort[2]
+ 0 * betaort[3]
+ 0 * betaort[4]
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+ 0 * betaort[5]
+ 1 * betaort[6]

Here we see that, as the calculation of the coefficients involves a matrix mul-
tiplication with the transpose of the matrix for the predictors, the number
of non-zero terms involved in each coefficient reduces by one with each coef-
ficient in turn. Finally we have some code to define the rest of the model.

# Higher level definitioms

for (j in 1:n2) {

u2[j,1:2] ~ dmnorm(zero2[1:2],tau.u2[1:2,1:2])
¥

# Priors for fixed effects

for (k in 1:6) { betaort[k] ~ dflat() }

# Priors for random terms

for (i in 1:2) {zero2[i] <- 0}

tau.u2[1:2,1:2] ~ dwish(R2[1:2, 1:2],2)
sigma2.u2[1:2,1:2] <- inverse(tau.u2[,])

}

This code specifies the prior distributions for the random effects, the fixed
effects and the level 2 variance. There then follows, as is customary, code for
the initial values and the data.

Before running a model in WinBUGS we first need to read in the particular
elements of the model using the Specification window available from the
Model menu. After selecting the window containing the model by clicking
on it, clicking on the check model button should give the message ‘model
is syntactically correct” at the bottom of the screen. As we saw earlier, Win-
BUGS by default will use a block updating algorithm developed by Gamer-
man (Gamerman, 1997) for the fixed effects which will not be improved by
changing the parameterisation. We will therefore force WinBUGS not to
use this method. To do this we need to select Blocking Options from the
Options menu and remove the tick that appears there before closing the
window.

Next we need to load in the data for the model. Due to the fact that the
data is generally the largest part of the file generated by MLwiN it is included
after the initial values. The data section always begins as follows:

#----Data File-———--------------————————————————
list(

To load the data into BUGS we need to highlight the list identifier at the
start of the data list and click on the load data button in the specification
window. If this is successful the message ‘data loaded’ will appear at the
bottom of the screen. Next we have to combine the data and model definition
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by clicking on the compile button. Again if this operation is successful
a message appears at the bottom of the screen, this time stating ‘model
compiled’. Finally as BUGS uses MCMC methods all unknown parameters
will need starting values. These are included in the initial values part of the
file that starts as follows:

#----Initial values file-—————-"-——-"-"—-"—-—--"—--""-"""---—
list

To use these values in WinBUGS we need to highlight the list identifier
at the start of the initial values and click on the load inits button on the
specification window. This will then give the final message ‘initial values
loaded; model initialized’.

Before we start we have to tell WinBUGS which parameters we wish to
monitor. We will choose the same parameters as MLwiN uses. From the
Inference menu select the Samples options and a window will appear that
allows the user to specify which parameters to monitor. In this window we
will firstly select the fixed effects by typing beta in the node box. Note
that when a correctly typed parameter is input the set button will become
enabled. We will also want to use a burn-in of some iterations. We will also
modify the beg value from 1 to 501 to allow a burn-in of 500 iterations.
After this press the set button and the parameter will be set for monitoring.
We now need to repeat this procedure with the variance matrix sigma2.u2.

We are now ready to set the estimation engine running and this is done via
the Update window found in the Model menu. We need to specify the
number of updates (including the burn-in) and so we will replace the 1000
here with 5500 to give 5000 iterations after a burn-in of 500 iterations. We
then press the update button to start the sampler. Note this updating will
take some time in WinBUGS (235s on my machine).

As described in chapter 7 WinBUGS has some facilities to allow the user to
get summary statistics and plots of the chains and the reader is welcome to
investigate these here as well. For now however we will bring the WinBUGS
chains back into MLwiN for further analysis. WinBUGS also has the option
to produce input files in a format originally for a package called CODA.
MLwiN can also use these files to input the parameter chains from WinBUGS
into columns in MLwiN. Here we will consider all parameters by using the
* option so select this in the node box and press the coda button on the
sample window. This will produce two windows that are labelled CODA
index, which contains the variable names, and CODA for chain 1, which
contains the values for the parameter chains. We will now save these files as
text files by clicking on the respective windows and then choosing Save As
from the File menu. We will need to save the files in plain text (*.txt) format.
We will store the CODA index file as bangort.ind and the CODA for
chain 1 file as bangort.out in the same directory as bangort.bug. Note
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that these are the extensions that the classic BUGS used for these files but, as
we have selected the plain text format, WinBUGS will add an additional .txt’
to the first filename and so the files are actually saved as bangort.ind.txt
and bangort.out.txt.

Now back in MLwiN if you want to input the traces return to the BUGS
options window that we used earlier (available from the Model menu).
Here we will need to modify the .out and .in file fields to bangort.out and
bangort.ind.txt respectively. Note that if you did not put these files in
the current directory you will have to include their full path names in the
respective boxes. Pressing the Input data button will now load the chains
into columns ¢300 to ¢309. We can now use the MLwiN MCMC diagnostics
on the BUGS output, for example for the intercept:

e Select the Column Diagnostics window from the Basic Statistics
window.

e Select the column labelled beta[1].
e (lick on the Apply button.

Note that this parameter is the intercept that is labelled 5y in MLwiN. You
should now see the following diagnostics screen:

MCMC Diagnostics - beta[1] (==

y Ty oy

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (10204.8720 )
when q=1(0.025,0.975 ), r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat=112

when k =2 sigfigs and alpha = 0.05

Summary Statistics
Column : beta[l]  pesterior mean =-1.724 (0.004) SD =0.168 mode =-1.722
quantiles 1 2.5% =-2.055, 5% =-1.995. 50%=-1.725, 95%=-1451. 97.5%=-1392

it ing everv fteration. Effective Samole Size (ESS) = 1024
Update Diagnostic Settings Help

Here we see a somewhat better ESS when compared with MLwiN. In the
table below we give a list of estimates and ESS for both the MLwiN and
WinBUGS software packages using the orthogonal parameterisation:
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Parameter MLwiN MLwiN | WinBUGS | WinBUGS
Estimate ESS Estimate ESS
Bo -1.702 (0.167) 301 | -1.724 (0.168) 1024
Ioh -0.026 (0.008) 1154 | -0.027 (0.008) 4189
B 1.126 (0.162) 978 | 1.134 (0.161) 3718
Bs 1.349 (0.177) | 1024 | 1.360 (0.176) 4224
o 1.346 (0.185) 924 | 1.360 (0.181) 3649
Bs 0.811 (0.192) 124 | 0.825 (0.179) 702
o2, 0.417 (0.135) 250 | 0.426 (0.138) 639
ouso | -0.419 (0.172) 167 | -0.441 (0.187) 410
o2, 0.700 (0.300) 129 | 0.740 (0.338) 316

Here we see that WinBUGS gives somewhat better performance than MLwiN
but it takes much longer: 235s as opposed to 25s. The orthogonalised code

does run slower in WinBUGS than the standard code which takes 142s so the

improvements, (not shown here) which consist of an ESS that has increase
by a factor of between 2 and 6, have to be balanced with a slower run time.
For this model one can also choose to run the default blocking option in
WinBUGS. With this option in place and not orthogonalizing the predictors
gives similar mixing and computation time (135s) to the standard code.

The WinBUGS program can be used with the other two examples here and
we anticipate that there will be an advantage from using an orthogonal pa-
rameterisation for these as we have observed using MLwiN.

Chapter learning outcomes

* How using orthogonal vectors improves mixing

* The use of orthogonal vectors in binomial, Poisson and multinomial

models

* How to use orthogonal vectors and the WinBUGS interface



Chapter 24

Parameter expansion

In this chapter we introduce another reparameterisation method that can be
used to improve the mixing of MCMC algorithms. One of the main causes of
poor mixing in MCMC algorithms is correlation between model parameters.
We have thus far seen two methods that remove the correlation between the
fixed effects and residuals by (i) updating them together and (ii) integrating
out the residuals from the model. We have then seen a reparameterisation
method that accounts for correlations between fixed effects when they are
updated individually. In this chapter we focus on another between parame-
ters correlation, namely the correlation between a set of random effects and
their variance. Generally the correlation between a set of random effects and
their variance does not have a big impact on MCMC algorithms except in the
situation when the variance has support near zero. In this case the algorithm
can get stuck with chains close to zero for both the variance and the random
effects for many iterations.

We will start by describing the method we will use to account for this problem
before showing the method in action on both (i) a Normal response model
with a large random effects variance and (ii) a binomial response model with
a small random effects variance. We will also look at the effect of the prior
for the variance, the WinBUGS interface and the extension of parameter
expansion to random slopes models.

24.1 What is Parameter Expansion?

Parameter expansion is a method that was originally developed by Liu et al.
(1998) to speed up the EM algorithm. This method was then considered
in relation to the Gibbs sampler by Liu & Wu (1999) and has been con-
sidered particularly for random effect models by van Dyk & Meng (2001),
Browne (2004) and Gelman et al. (2008). The method is called “parameter
expansion” as the model we wish to fit is expanded by augmenting it with

389
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additional parameters to form an expanded model. These additional param-
eters make the model not identifiable but there exists within the model an
‘embedded model’ which is identifiable and is the model that we wish to fit.
This means that the original parameters can be constructed from the new
augmented parameter set.

Let us consider as a simple example a 2-level variance components model
for the tutorial dataset. Here we have the exam marks of pupils clustered
as they are taught in groups in a set of schools. Let y;; be the mark for
pupil ¢ in school 7, then let us assume we have one predictor variable, the
(standardised) mark obtained in a reading test taken at age 11, z;;. A two
level variance components model can then be described as follows:

yz‘j - 60 + Bll'ij + Uj + eij> Uj ~ N(O, O'i), e,-j ~ N(O, O'z)

Here we have an average intercept Sy, and slope with reading test 3;; school

level residuals u; with variance o2; and pupil level residuals e;; with variance
2

o;.

For a Bayesian model we will here use ‘diffuse’ priors as follows:

p<50) X 17 p(ﬂl) X 17 p(l/O'g) ~ F<€75)7 p(l/az) ~ F(g,g)

In fact in the tutorial example we have significant large school effects and so
the mixing of the school level variance parameter is good. We will however
still illustrate the parameter expansion technique.

To reparameterize the above model we will introduce an additional parameter
« as follows:

yij = ﬁ() -+ ﬁlxij + OéUj + eij, Uj ~ N(O, 0'3), eij ~ N(O, O'z)

We give a a flat Uniform prior although other alternatives here might be
Normal priors with large variances. As mentioned in Browne et al. (20090)
constraining the term o2 to the value 1 would see || playing the role of the
standard deviation of the random effects and we would then effectively have
a prior that was uniform on the standard deviation scale. This option is
however not offered in MLwiN.

The MCMC algorithm is not greatly changed by the addition of a as the
only existing update steps that change are the steps for the ;. u; will still
have a Normal conditional posterior distribution but this will additionally
depend on the value of a. There will also need to be a Gibbs sampling step
for o which will also have a Normal conditional posterior distribution.
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As we will see more clearly in the WinBUGS section at the end of the chapter
the parameters «, u; and o2 will not be identifiable and their chains will
appear to wander fairly randomly. We can however form u} = au; and o2, =
a?02 which represent the original parameters and these will be identifiable

parameters.

These two equations really sum up why parameter expansion improves mix-
ing. Basically if there is support near zero for the level 2 variance then the
chains can get stuck for long periods with both the variance and the resid-
uals being close to zero. The chains can escape to explore the rest of the
parameter space but when they return close to zero they will get stuck again
as it is difficult to move one parameter without also moving the others away
from zero and each parameter is updated separately. The parameter « cir-
cumvents this problem as an increase in « will in fact move both the variance
and the residuals together.

It should be noted that the prior distribution for o2, will not now be I'"!(¢, ¢)
as we used in previous chapters as o2 has this prior. As discussed in Gelman
(2006) the prior is one of the folded-noncentral-t distributions although for
now we will simply think of it as an alternative non-informative prior. We
will now consider using parameter expansion in MLwiN.

24.2 The tutorial example

We will first load up the tutorial worksheet in MLwiN and fit a variance
components model as described above to the data. Firstly we need to retrieve
the worksheet:

This will open the Names window and we now need to bring up the Equa-
tions window and set up the model.
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These commands will set up the model which we now need to fit using
MCMC, although firstly as usual we will fit it using IGLS to get starting
values.

If we now look at the chain for the level 2 variance o2, we see the following:

i
o B g

!
-
1

[

-
Accuracy Diagnostics
Raftery-Lewis (quantile) - Nhat = (4198.3995 )
when q = (0.025,0.975 ), r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 11359
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name : "fn posterior mean = 0.097 (0.000) SD =0.021 mode =0.092
quantiles : 2.5% = 0,063, 5% =0.068, 30% =0.095, 95% =0.135, 97.3% =0.145

000 actual iterati oring everv iteration. Effective Sample Size (ESS) = 2821.

Here the posterior mean estimate is 0.097 with posterior mode 0.092 which
is the same as the IGLS estimate. We also see an effective sample size of
2,821 which is reasonably large.

We will next use parameter expansion on this model.
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The MCMC options window should then look as follows:

[ Structured MCMC

[ ] Structured MVN

[] Use orthogonial parameterisation
[ Use hierarchical centring

co b
Parameter expansion at level:
V.

We will now run the model using parameter expansion by doing the following:

If we again look at the diagnostics for 02, (via the Trajectories window)
we will see the following:

gty

BRI

E
Ce] ]

I

b
k
[
u
|
|
i
i

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (4129,3930 )
when q = (0.025.0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 9550
when k = 2 sigfigs and alpha = 0.05

popE e e

Summary Statistics
param name : of‘, posterior mean = 0.099 (0.000) SD =0.021 meode =0.094
quantiles : 2.5% = 0.066. 5% =0.070. 50% =0.097, 95% =0.136. 97.5% =0.146

itera i verv iferation. Effective Samole Size (ESS) = 3181.
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Here we see that the estimates have increased slightly with a posterior mean
estimate of 0.099 and posterior mode 0.094. This is expected as the prior has
changed and the new prior does not pull the variance towards zero as much
as the I'"1(g, &) prior. We also see a slightly larger effective sample size of
3,182. As the posterior has little mass near zero the benefits of parameter
expansion are in this example fairly minimal.

What should be made clear here is that in MLwiN the Equations window is
not changed to reflect the parameter expansion option and the transformation
from the non-identified parameters to the identified parameters is done in the
background. It does however show the correct estimates. We will next look
at an example where parameter expansion has more of an impact.

24.3 Binary responses - Voting example

Historically the MLwiN documentation used as its binary response example
a dataset on voting intentions in the UK. This example was replaced as the
clustering in the data was quite small and hence the Bangladeshi dataset
was used instead. An example with small amounts of clustering is however a
good illustration for parameter expansion. Parameter expansion in a random
effects logistic regression works in a very similar way to the Normal response
model in the last section. Basically an o parameter is introduced into the
model that multiplies the random effects in the linear predictor. This pa-
rameter then is involved in both the random effects and their variance and
hence avoids the sticking near zero problem described previously. In terms of
an MCMC algorithm, in MLwiN the u; are updated via Metropolis sampling
in logistic regression models and this will be true of the parameter expanded
formulation also. There will also be an additional Metropolis step to update
the o parameter.

We will firstly describe briefly the background of the BES83 dataset before
giving instructions on how to set up the model of interest. The data we
will consider come from the longitudinal component of the British Election
Study and consists of voting intentions in the 1983 UK general elections of 800
voters who were grouped within 110 constituencies . The response variable is
whether or not the voter intended to vote Conservative (the party in power
at the time). The two level structure of voters nested within constituencies
suggested fitting a random effects logistic regression model.

There are also several interesting attitudinal predictors that relate the voters’
opinions on four topical issues of the 1980s. The four such predictors were
the voters’” attitudes on nuclear weapons, unemployment, tax cuts and pri-
vatisation of public services. Each of these were measured on a 21-point scale
designed so that higher scores were expected to be related to more right-wing
views.
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Firstly we need to retrieve the worksheet and set up the model:

The above will have set up the model and run it using IGLS (1st order MQL)
estimation. The Equations window will then look as follows:
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Equations EE.

votecons, ~ Binomial(consg, fr{.j.)

logit(;rg.) =,80J,.cons + 0.089(0.018)defenceg + 0.06?(0.0l3)unempg. +
0.045(0.0l9)taxesy. +0.13 8(0.018)privaty.

,BUJ. =-0.355(0.092) + Uy,

1] ~N©. 2 : ,=[01320112)]
var(voteconsg.krg) = :rg.(l - "rg.)lconsy.
(800 of 800 cases in use)

UNITS:
area: 110 (of 110) in use

Mame + - AddTerm Estimates Monlinear Clear MNotation Responses Store Help Zoom 100 -

Here we see positive coefficients for each of the 4 predictors as we were
expecting given that a higher score suggests more right-wing views. We can
also see that the level 2 variance is not huge with a standard error nearly as
big as the point estimate.

We will next fit the model using the standard MCMC algorithm
e Change Estimation Method to MCMC.
e Click on the Start button.

e Select Trajectories from the Model menu.

e Select the chain for 02, from the Trajectories window.

If we look at the MCMC diagnostics window we see the following:

MCMC Diagnostics - area : cons/cons E‘E.

N N ill-f—

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (74109.83682 )

when q = (0.025,0.975 ), r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 9862162
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name “f.o posterior mean = 0.067 (0.011) SD =0.100 mode = 0.000
quantiles : 2.5% = 0.004, 5% =0.005, 50% =0.026, 95% =028%, 97.5% =0.361

] iterati i rerv jteration. Effective Samole Size (ESS)=13.
Update Diagnostic Settings Help

Here we see that the mode of the kernel plot is 0 and there is not much
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evidence to in fact suggest a level 2 variance is needed. We also however
see very poor mixing of the chain which results in an ESS of only 13! The
estimate for o2, is also actually smaller than the estimate from IGLS.

We will next look at what happens when we choose to use parameter expan-
sion with this example.

After running the model using parameter expansion we can once again look
at the diagnostics for 0%, as shown below:

o,

. £ £

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (47096,21516 )
when g =(0.025,0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 42714
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name :of‘, posterior mean = 0.182 (0.007) SD =0.131 mode =0.000
quantiles : 2.5% = 0.002. 5% =0.007. 50%=0.164, 95% =0422. 97.5% =0.493

000 actual iterations storing everv iteration. Effective Samole Size (ESS) = 124,

RN

It is immediately clear here that this chain is mixing better and the ESS has
increased to 124 from 13. The other thing to note is the dramatic change
in posterior mean estimate. The variance was estimated as 0.132 by IGLS,
0.067 by MCMC originally and now is estimated as 0.182! It should of course
be noted that the estimates are based on low ESS and so in the particular the
original MCMC estimate could change a lot if the method was run for longer.
If we run both parameterisations for 50,000 iterations we see an estimate of
0.123 for the original parameterisation with an ESS of 85 and an estimate of
0.195 for the parameter expanded model with an ESS of 855. What is more
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telling is that both parameterisations give a mode of 0. This explains in part
one of the main issues with parameter expansion. Parameter expansion is
clearly beneficial in models with small cluster variances but there remains the
question of whether in such situations we should simply ignore the clustering.

Another issue here is the question of whether the poor mixing is in fact simply

due to the choice of prior distribution (given parameter expansion changes
this). We will investigate this further in the next section.

24.4 The choice of prior distribution

MLwiN offers several choices of priors for the model parameters and in par-
ticular for variance parameters two sets of ‘diffuse’ priors are offered. The
default is the inverse gamma priors but a uniform prior for o is also offered.
To change to these priors we need to do the following:

The Priors window should then look as follows:

Default Diffuse Priors for Variance Farameters
() Gamma priors ®) Uniform on variance

MLwiN will now run the model with a uniform prior for o2, which tends to
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offer more support for larger values. The results of using this prior can be
seen in the Diagnostics window as follows:

MCMC Diagnostics - area : cons/cons EIE‘.

MW g:
Accuracy Diagnostics

- Raftery-Lewis (quantle) : Nhat = (55929,86025 )
EE when q =(0.025.0.975 ). r = 0.005 and s = 0.95

: Brooks-Draper (mean) : Nhat = 77996

e + when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name cri_3 posterior mean = 0.216 (0.010) SD =0.134 mode =0.163
quantiles - 2.5% = 0.048, 5% =0.060. 50% =0.188. 95% =0453, 97.5%=0.557
5 iterati i verv iteration. Effective Samole Size (ESS)=77.

Here we see that the Uniform prior does indeed increase the posterior mean
estimate, here to 0.216. The mixing is also improved by the fact that the
mode is no longer zero and the ESS is 77. This is better than with the inverse
Gamma prior but not as good as with parameter expansion suggesting that
the use of the parameter expansion algorithm has more benefit than simply
changing the prior distribution would have to the mixing of the chains. If we
run with this prior for 50,000 iterations the estimate increases to 0.255 with
an ESS of 383.

We will not attempt to influence the reader here on which is the ‘best’ prior
to use for the variance parameters in these models but instead refer them to
Browne & Draper (2006) and Gelman (2006) for more on this subject.

24.5 Parameter expansion and WinBUGS

As we stated earlier MLwiN does not give the user any information via its
Equations window as to whether parameter expansion is being used or not.
We can however also use the interface to WinBUGS to create code that uses
parameter expansion. For this we need to change our model so that we return
to using inverse-Gamma priors and parameter expansion.

Click on the IGLS/RIGLS tab on the Estimation control win-
dow.

Click Start.
Click on the Estimation Control button.

Select the tab labelled MCMC on the Estimation control window.
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We will then start up WinBUGS and look at the code that appears. We will
need to read in the file votecons.bug (from the directory it was saved in) as
a text file. To do this we will have to change the Files of type box to All files
(*.*) to sce the file votecons.bug. Having read in the file, a window headed
votecons.bug will appear containing the information needed by BUGS for
this model.

The model code for this model is fairly short and is detailed below:

# WINBUGS 1.4 code generated from MLwiN program

#----MODEL Definition----------------

model

{

# Level 1 definition

for(i in 1:N) {

VOTECONS[i] ~ dbin(p[i],denom[i])
logit(p[i]l) <- betal1l] * cons[il
+ beta[2] * defencel[il

+ betal[3] * unempl[i]

+ betal[4] * taxes[i]

+ beta[b] * privat[i]

+ alpha2 * u2[ares[i]] * cons[i]
}

#

Higher level definitions
for (j in 1:n2) {
u2[j] ~ dnorm(0,tau.u2)
v2[j] <- u2[jl*alpha2

}
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# Priors for fixed effects

for (k in 1:5) { betalk] ~ dflat() }
alpha2 ~ dflat()

# Priors for random terms

tau.u2 ~ dgamma(0.001000,0.001000)
sigma2.u2 <- 1/tau.u2

sigma2.v2 <- sigma2.u2*alpha2*alpha?2

}

Here we see initially the Binomial distribution for VOTECONS described
and the linear predictor given for p[i]. Note here the parameter alpha2
plays the role of a described in the earlier text. Basically with further levels/
classifications in a model we may have parameter expansion at further levels
in which case we would have several o parameters and so the 2 indexes the
classification. The WinBUGS code then gives prior distributions for u2,
beta, alpha2 and tau.u2. The lines to recover the original parameters
which in WinBUGS are named v2 and sigma2.v2 are also given.

We will run this model in WinBUGS and then read the output files into
MLwiN. Before running a model in WinBUGS we first need to read in the
particular elements of the model using the Specification window available
from the Model menu. After selecting the window containing the model by
clicking on it, clicking on the check model button should give the message
‘model is syntactically correct’ at the bottom of the screen. As we have
seen earlier we have options as to which MCMC methods WinBUGS uses for
logistic regression models via the blocking options window available from
the Options menu. As WinBUGS remembers the last used state of this
option it is worth checking that the tick is present for fixed effects in this
window to get the same estimates as are shown here.

Next we need to load in the data for the model. Due to the fact that the
data is generally the largest part of the file generated by MLwiN it is included
after the initial values. The data section always begins as follows:

#----Data File-——----——-————————————————————————
list(

To load the data into BUGS we need to highlight the list identifier at the
start of the data list and click on the load data button in the specification
window. If this is successful the message ‘data loaded’ will appear at the
bottom of the screen. Next we have to combine the data and model definition
by clicking on the compile button. Again if this operation is successful
a message appears at the bottom of the screen, this time stating ‘model
compiled’. Finally as BUGS uses MCMC methods all unknown parameters
will need starting values. These are included in the initial values part of the
file that starts as follows:
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#----Initial values file--——------------""""""""""""--
list

To use these values in WinBUGS we need to highlight the list identifier at
the start of the initial values and click on the load inits button on the spec-
ification window. This will then give the final message ‘model is initialized’.

Before we start we have to tell WinBUGS which parameters we wish to
monitor. We will here choose several parameters. From the Inference menu
select the Samples options and a window will appear that allows the user
to specify which parameters to monitor. In this window we will firstly select
the fixed effects by typing beta in the node box. Note that when a correctly
typed parameter is input the set button will become enabled. We will also
want to use a burn-in of some iterations. We will modify the beg value from
1 to 501 to use a burn-in of 500. After this press the set button and the
parameter will be set for monitoring. We now need to repeat this procedure
with the level 2 variance sigma2.v2. We will also for illustration repeat the
procedure with the unidentified parameters sigma2.u2 and alpha2.

We are now ready to set the estimation engine running and this is done via
the Update window found in the Model menu. We need to specify the
number of updates (including the burn-in) and so we will replace the 1000
here with 5500 to give 5000 iterations after the burn-in as is used in MLwiN.
We then press the update button to start the sampler.

After running the model in WinBUGS we will bring the chains back into
MLwiN for further analysis. WinBUGS also has the option to produce input
files in a format originally for a package called CODA. MLwiN can also use
these files to input the parameter chains from WinBUGS into columns in
MLwiN. Here we will consider all parameters stored by using the * option
so select this in the node box and press the coda button on the sample
window. This will produce two windows that are labelled CODA index
which contains the variable names and CODA for chain 1 which contains
the values for the parameter chains. We will now save these files as text files
by clicking on the respective windows and then choosing Save As from the
File menu. We will need to save the files in plain text (*.txt) format. We will
store the CODA index file as votecons.ind and the CODA for chain
1 file as votecons.out in the same directory as votecons.bug. Note that
these are the extensions that the classic BUGS used for these files but, as we
have selected the plain text format, WinBUGS will add an additional ‘.txt’
to the first filename and so the files are actually saved as votecons.ind.txt
and votecons.out.txt.

Now back in MLwiN if you want to input the traces return to the BUGS
options window that we used earlier (available from the Model menu). Here
we will need to modify the .out and .in file fields to votecons.out.txt and
votecons.ind.txt respectively. Note that if you did not put these files in
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the current directory you will have to include their full path names in the
respective boxes. Pressing the Input data button will now load the chains
into columns ¢300 to c307.

We can now use the MLwiN MCMC diagnostics on the BUGS output, for
example if we want to look at the ay chain:

The following diagnostics will then appear:

%
-

g % & ¢
i
i
{

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (68536,35840 )
when q = {0.0250.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 528519569
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
Cohmn :alpha?  posterior mean = -0.841 (0.829) SD =8.270 mode =-0.273
quantiles : 2.5% = -20. 012, 5% =-14.163, 50%=-0205, 95% =11291, 975%=15452
000 = everv fteration. Effective Samole Size (ESS) =93,

et ™% & ¢ .

Here we can clearly see that this parameter is not identified as the chain
just wanders rather aimlessly. The chain for sigma2.u2 which is also not
identified similarly wanders aimlessly; however if we look at the chain for
sigma2.v2:

We see the following diagnostics which show a reasonably well behaved chain:
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MCMC Diagnostics - sigma2.v2 E‘@.

sy ¢"F oy oy

when k = 2 sigfigs and alpha = 0.05

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (10570,5771 )
when q = (0.025.0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 16199

Summary Statistics
Column : sigma2 v2  posterior mean = 0.189 (0.005) SD =0.144 mode =0.117
quantiles : 2.5% = 0.002, 5% =0.008. 50% =0.164. 95% =0.460, 97.5% =0.530
5 iterat i rerv jteration. Effective Samvole Size (ESS) = 881.

Here the estimate of 0.189 is broadly similar to the estimate of 0.182 seen in
MLwiN while the ESS of 881 is somewhat larger than the ESS of 124 . As we
stated earlier not only do we have access to the chains for the non-identified
parameters in WinBUGS but we can also change the model code, for example
we could constrain sigma2.u2 to be 1 and then look at |a2|. This we will
leave as an exercise for the reader.

24.6 Parameter expansion and random slopes

We finish this chapter by considering extensions of the parameter expansion
method described to other models. Browne (2004) looked at the use of pa-
rameter expansion with cross-classified models and here each set of random
effects could be expanded via the addition of an « parameter. Parameter
expansion could also be used in conjunction with other reparameterisations,
for example the orthogonal methods in the last chapter as illustrated in
Browne et al. (20090). Care has to be taken when considering the use of
these methods with the hierarchical centring methods to be discussed in the
next chapter and we would caution the reader not to use the methods to-
gether on the same classification, although as described in Browne (2004)
they could be used together in the same model on different classifications.

The other extension that we can see for parameter expansion is to models
with more than one set of random terms per classification, namely random
slopes models. This case we believe has not been heavily studied although
there are several possible ways that parameter expansion could be extended
to random slopes models. We consider perhaps the simplest where we still
have one a parameter that is introduced as a multiplier to all sets of random
effects. Returning to the Normal model discussed earlier we would have
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yij = ﬂo + 5117@'3' -+ OLU()J' -+ oz:cijulj + eij, Uj ~ N(O, Qu), 6ij ~ N(O, Uz)

Here a random slope w;; is introduced for each school and both the slopes
and intercepts are multiplied by the same « in the linear predictor. Here to
obtain the desired random effects and variance we simply have ug; = auy;,
uy; = auyj and ), = a?Q,. Typically in MLwiN we use a slightly informative
Wishart prior for €2, so again we will have a change of prior for (2! but this
will still be a slightly informative prior.

To demonstrate this in practice we need to fit the model in MLwiN. Rather
than repeating the instructions at the start of the chapter here, the reader
should follow the instructions given earlier to load up the tutorial worksheet
and set up (but not estimate) the variance components model. When this
model has been set up to modify it to the random slopes you will need to do
the following:

This will run the model using the standard Gibbs sampling algorithm and
produces the following estimates in the Equations window:

normexam, ~ N(XB, Q)

normexam, = ﬁogcons + ,Bljsta.ndlrtﬁ

Boy =-0.006(0.039) + uy; + e,

By, =0.558(0.020) + u;,

0.096(0.020)

0.019(0.007) 0.015(0.004)

u

~N(O, Q) : Q =[

[eoy.] ~N@O, Q) : Q,= [0.554(0.013)]

Deviance(MCMC) = 9122.987(4059 of 4059 cases in use)
UNITS:
school: 65 (of 65) in use

Mame + - Add Term Estimates Monlinear Clear Motation Responses Store Help Zoom 100
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If we now want to use parameter expansion we need to do the following:

This will give the following output in the Equations window:

normexam,; ~ N(XB, Q)

normexam,, = ﬁoycons + ﬁvstand]rty.

Byy =-0.011(0.044) + uy, + ey,

By; = 0.557(0.021) + uy;

0.099(0.021)

~NO, Q) : Q =
0. ) 2, [0.020(0.008) 0.016(0.005)

[eoy.] ~N(O0, Q) : Q= [0.554(0.013)]

Deviance(MCMC) = 9121.780(4059 of 4059 cases in use)
UNITS:

school: 65 (of 65) in use
Mame + - AddTerm Estimates [Monlinear Clear Motation Responses Store Help Zoom 100

Here we see that the level 2 variance matrix estimates have all increased
slightly with the new prior induced by parameter expansion. In the table
below we compare ESS values for the two approaches:

Parameter Normal Normal P.E. P.E.
Estimate ESS Estimate ESS

Bo -0.006 (0.039) 281 | -0.011 (0.044) | 215

Ioh 0.558 (0.020) 806 | 0.557 (0.021) | 697

o2, 0.096 (0.020) 2937 | 0.099 (0.021) | 2768
Ou01 0.019 (0.007) 1811 | 0.020 (0.008) | 1771
o2 0.015 (0.004) 1170 | 0.016 (0.005) | 978

o’ 0.554 (0.013) 5250 | 0.554 (0.013) | 4594
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Interestingly here all the ESS values are slightly worse for the parameter
expanded formulation although not particularly different. This may just be
because, as we saw for the variance components model, parameter expansion
doesn’t have much impact for models with significant cluster variability. It
may also be interesting to investigate fitting different o terms for the random
intercepts and slopes. This would be possible (and could be easily done in
WinBUGS) and again the original parameters will be recoverable but we
leave this for future research.

Chapter learning outcomes
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Chapter 25

Hierarchical Centring

In this chapter we consider another technique that aims to improve the
mixing of MCMC algorithms via reparameterisation. Hierarchical centring
(Gelfand et al., 1995) is the third technique that focuses on the correlation
between fixed effects and residuals. While SMCMC updates the parameters
together in one block and the structured MVN approach integrates out the
residuals, hierarchical centring reparameterises the model by replacing the
residuals by other terms. The advantage hierarchical centring has over the
other two approaches (as implemented in MLwiN) is that it can be used
for non-Normal responses. In the sections that follow we will introduce the
method in more detail and go through examples of its use with several re-
sponse types. We will show how it can be used for Normal responses via
the WinBUGS interface and how we have implemented a version for non-
Normal responses directly in MLwiN. We finish by describing an approach
for Normal responses that follows on from the non-Normal implementation
but which we have not verified as a true MCMC algorithm.

25.1 What is hierarchical centering?

Let us begin once again with our favourite 2-level tutorial example which
has as a response exam marks of pupils clustered as they are taught in groups
in a set of schools.

Let y;; be the mark for pupil ¢ in school j; then perhaps the simplest multilevel
model we could fit is

Yij = Po+uj+ ey, uy ~N(0,07), ey ~N(0,07)

Here we have an estimated average mark, [y, school level residuals, u;, with
variance o2, and pupil level residuals, e;;, with variance o2

e

409
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For a Bayesian model we will use ‘diffuse’ priors as follows:

p(Bo) 1, p(1/oy) ~T(ee), p(1/og) ~T(ee)

As described in Chapter 21 a four step Gibbs sampling algorithm can be
used for this model and is the default in MLwiN. This formulation is often
described as the ‘uncentred’ formulation as the random effects are centred
around (have mean) 0 rather than around a function of the fixed effects.

In the case of the above model a natural alternative parameterisation would
be to centre the random effects around the overall mean [5,. This is known as
hierarchical centering and can be achieved by replacing u; with uj = Gy + u;
and then the model is written:

yij = ui + e, uy ~N(Bo,00), e ~N(0,07)

To fit this parameterisation we still have a four step Gibbs sampling algo-
rithm, however we now have a new step for fy conditioning on u} and a step
for u} that replaces the current step for u;. The fixed effect Sy will have
exactly the same meaning and the original u; can be retrieved by calculat-
ing u; = uj — fp. This algorithm will work better than the original if the
correlation between u} and f3y is of smaller magnitude than the correlation
between u; and [y which is usually the case provided the cluster variance o2
is an appreciable part of the total variance.

Centring is not limited to simply centring around an overall mean or intercept
as any higher level predictors can be moved up the hierarchy. It is also
possible with random slopes to move the corresponding fixed effects up the
hierarchy so for example the following model

Yij = Po + Prxrij + Powaj + Patsiy + uoj + wrj2iij + €,
Uj ~ N(O, Qu), €ij ~ N(O, 0'3)

could be reparameterised as follows:

Yij = Psaij + gy + U115 + €4y
0 . 2
< qu ) ~N (( Bo + Baxa; ) 7 ( Tio 0501 )) . e ~N(0,07)
'U/1j 61 Tuol o

This example illustrates how complicated the reparameterisation can be.
Here we have moved three of the fixed effects up the hierarchy but obviously
other possible parameterisations exist where for example any permutation of
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the three fixed effects are moved. If we have a three level nested structure
things get even more complex as it is feasible as is done in Gelfand et al.
(1995) to centre the level 2 residuals around the level 3 residuals and the
level 3 residuals around the fixed effects.

For the implementation of hierarchical centering in MLwiN we only allow
centring for one chosen classification (whether the model is nested or crossed)
and the random effects for this classification will be centred (where possible)
around the fixed effects. The implementation will also perform all feasible
centring operations as described in the second example above without giving
the user options with regard what to centre.

For the Gibbs sampling algorithm used by default for Normal models in
MLwiN we have not implemented the hierarchical centering algorithm di-
rectly and so as we see in the next section we rely on the WinBUGS inter-
face for these models. Note that the hierarchical centering algorithm with
Metropolis steps for the fixed and random effects is available for Normal mod-
els as described for non-Normal models and an alternative algorithm will be
described later.

25.2 Centring Normal models using WinBUGS

We will first set up a variance components model using the tutorial dataset.
Note we already looked at this model using WinBUGS in chapter 7.
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The above instructions will run the model using IGLS. We next need to
change to MCMC and set up the hierarchical centering options.

The MCMC options window will then look as follows:

[ ] Structured MCMC

| ] Structured MVN

[ ] Use athogonal parameterisation
[v| Use hierarchical centring

Centre at level:

Parameter expansion at level:

]2

We next need to confirm these settings and write out the model to WinBUGS:

We will then start up WinBUGS and look at the code that appears. We will
need to read in the file hcl.bug (from the directory it was saved in) as a
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text file. To do this we will have to change the Files of type box to All
files (*.*) to see the file hcl.bug. Having read in the file, a window headed
hcl.bug will appear containing the information needed by BUGS for this
model.

The model code for this model is fairly short and is detailed below:

# WINBUGS 1.4 code generated from MLwiN program

#----MODEL Definition---------—-----—-

model

{

# Level 1 definition

for(i in 1:N) {

normexam[i] ~ dnorm(mul[i],tau)
mu[i]<- beta[2] * standlrt[i]

+ u2[school[i]] * cons[i]

}

# Higher level definitions

for (j in 1:n2) {

u2[j] ~ dnorm(mu.u2[j],tau.u2)
}

# Priors for fixed effects

for (k in 1:2) { betalk] ~ dflat() }
# Priors for random terms

tau ~ dgamma(0.001000,0.001000)
sigma2 <- 1/tau

for (i in 1:n2)

{

mu.u2[i] <-beta[1l] * hccons[i]

}

tau.u2 ~ dgamma(0.001000,0.001000)
sigma2.u2 <- 1/tau.u2

}

Here we see that centring has been performed in the code with mu.u2(j]
defining the mean of school residual j and mu.u2][i] being defined as beta[1] x
hccons(i] lower down in the code. Basically hccons is a constant vector of
length 65 (the number of schools).

We will now run the model and store the results in WinBUGS and then read
in the output files into MLwiN. Before running a model in WinBUGS we
first need to read in the particular elements of the model using the Specifi-
cation window available from the Model menu. After selecting the window
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containing the model by clicking on it, clicking on the check model button
should give the message ‘model is syntactically correct’ at the bottom of the
screen. Next we need to load in the data for the model. Due to the fact that
the data is generally the largest part of the file generated by MLwiN it is
included after the initial values. The data section always begins as follows:

#----Data File-——""""""—""""""""""""""---—————-
list(

To load the data into BUGS we need to highlight the list identifier at the
start of the data list and click on the load data button in the specification
window. If this is successful the message ‘data loaded” will appear at the
bottom of the screen. Next we have to combine the data and model definition
by clicking on the compile button. Again if this operation is successful
a message appears at the bottom of the screen, this time stating ‘model
compiled’. Finally as BUGS uses MCMC methods all unknown parameters
will need starting values. These are included in the initial values part of the
file that starts as follows:

#----Initial values file-——-------------""""""""""---
list

To use these values in WinBUGS we need to highlight the list identifier at
the start of the initial values and click on the load inits button on the spec-
ification window. This will then give the final message ‘model is initialized’.

Before we start we have to tell WinBUGS which parameters we wish to
monitor. We will here choose several parameters. From the Inference menu
select the Samples options and a window will appear that allows the user
to specify which parameters to monitor. In this window we will firstly select
the fixed effects by typing beta in the node box. Note that when a correctly
typed parameter is input the set button will become enabled. We will also
want to use a burn-in of some iterations. For this we will use 500 iterations
as is used in MLwiN so we will also modify the beg value from 1 to 501.
After this press the set button and the parameter will be set for monitoring.
We now need to repeat this procedure with the two variance parameters
sigma2.u2 and sigma?2.

We are now ready to set the estimation engine running and this is done via
the Update window found in the Model menu. We need to specify the
number of updates (including the burn-in) and so we will replace the 1000
here with 5500 to give 5000 iterations after the burn-in as is used in MLwiN.
We then press the update button to start the sampler.

After running the model in WinBUGS we will bring the chains back into
MLwiN for further analysis. WinBUGS also has the option to produce input
files in a format originally for a package called CODA. MLwiN can also use
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these files to input the parameter chains from WinBUGS into columns in
MLwiN. Here we will consider all parameters stored by using the * option
so select this in the node box and press the coda button on the sample
window. This will produce two windows that are labelled CODA index
which contains the variable names and CODA for chain 1 which contains
the values for the parameter chains. We will now save these files as text files
by clicking on the respective windows and then choosing Save As from the
File menu. We will need to save the files in plain text (*.txt) format. We
will store the CODA index file as hcl.ind and the CODA for chain 1
file as hcl.out in the same directory as hcl.bug. Note that these are the
extensions that the classic BUGS used for these files but, as we have selected
the plain text format, WinBUGS will add an additional ‘.txt’ to the first
filename and so the files are actually saved as hcl.ind.txt and hcl.out.txt.

Now back in MLwiN if you want to input the traces return to the BUGS
options window that we used earlier (available from the Model menu).
Here we will need to modify the .out and .in file fields to hcl.out and
hcl.ind.txt respectively. Note that if you did not put these files in the
current directory you will have to include their full path names in the re-
spective boxes. Pressing the Input data button will now load the chains
into columns ¢300 to c303.

We can now use the MLwiN MCMC diagnostics on the BUGS output, for
example if we want to look at the [y chain labelled as beta[l] in the column
list we see the following:

MCMC Diagnostics - beta[1] (==

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (3866.4062 )
when g = (0.025,0.975 ), r = 0.005 and s =0.95
Brooks-Draper (mean) : Nhat= 3035178

when k = 2 sigfigs and alpha = 0.05

pe e g 5 g g

Summary Statistics
Cohmn - beta[1]  posterior mean = 0.002 (0.001) SD =0.040 mode =0.002
quantiles : 2.5% =-0.077, 5%=-0.064, 50% =0.002, 95% =0.067, 97.5% =0.078
5 . Effective Sample Size (ESS) = 3753.

Update Diagnostic Settings Help

Here we see a reasonable ESS and in the table below we compare hierarchical
centering with the other previously considered techniques for this model.
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Parameter | Gibbs | SMCMC | SMVN | HC
Bo 216 5209 1125 | 3753
01 4413 5332 1219 | 4207
o2, 2821 3108 1015 | 2873
o2 4712 4707 1276 | 4810

As we might expect the only parameter that changes ESS greatly when com-
pared with the standard (uncentred) Gibbs algorithm is the intercept 3, as
this is the only parameter of the four directly affected by centring. The HC
method doesn’t do quite as well as SMCMC but is more generalisable to
other models as we see next.

25.3 Binomial hierarchical centering algorithm

The technique of hierarchical centering can also be used in any model which
contains a linear predictor with random effects. This class of models includes
all the other types of multilevel models, for example binomial, Poisson and
multinomial models in MLwiN. The idea in these models is as with the
Normal response models pushing the fixed effects that are constant across
clusters up the hierarchy.

We will see, as described in Browne et al. (2009b), that for these models
where a random walk Metropolis algorithm is used the changes required to
the algorithm for hierarchical centering are very small. We will consider again
the dataset taken from the 1988 Bangladesh Fertility Survey which contains
1934 women nested within 60 districts. The response variable y;; is a binary
indicator of whether or not woman ¢ in district 7 was using contraceptives
at the time of the survey. We begin by considering the simple model with
only an intercept term and district-level random effects. A two-level variance
components model for m;; = Pr(y;; = 1) can be written

yi; ~ Bernoulli(7;;)
logit(mi;) = Bo +u;, u; ~ N(0,07)
p(Bo) oc 1, plog) ~ T (e, e)

where [y is the fixed intercept, and u; are random district effects with vari-
ance 02. We assume diffuse priors and use an improper uniform prior for 3,
and a commonly used (and conjugate) inverse Gamma prior for o2. To fit

this model the standard algorithm used in MLwiN consists of the following:

Step 1: Update 5y using random walk Metropolis sampling.

Step 2: Update u;, j =1,...,60 using random walk Metropolis sampling.
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Step 3: Update o2 from its inverse Gamma full conditional using Gibbs
sampling.

We can reparameterise the above model by replacing the residuals u; by the
random effects u; = Sy + u; which leads to the following model formulation:

yij ~ Bernoulli(7;;)
IOglt(’ﬂ'z]) = U;, Uf; ~ N(ﬁOv 0-3)
p(Bo) o<1, ploy) ~ TN (e, €)

Here the u} are (hierarchically) centred around /3. Using this parameterisa-
tion we have different conditional distributions as we have replaced u; with u}
and now we can construct an MCMC algorithm with conjugate Gibbs sam-
pler steps for both 3y and ¢2 while keeping random walk Metropolis steps
for the 60 uj.

The step for updating Sy from its full conditional distribution is as follows:

p(Bo | y,u*,02) ~ N(By, D), where

_ 60 Ul N _ o2
50—21':1_0 and D = 3,

Here we see that the update step now only involves the 60 random effects
and not the full 1934 data points. Interestingly we can consider this step (at
iteration ¢ + 1) in terms of the original parameters as follows:

p(Bo | y, u*,02) ~ N(By, D), where

D al) 60 uj N _ o2
Bo = 0 +Zj:1@ and D_G_S’

where ﬁét) is the current value of (3 (at iteration t).

If we are considering the original parameterisation then we must respect that
the above is still conditional on «} and not u; and so after updating S, we
have

wj=ul? + 58 — g8 V=1,

to ensure that u} is kept fixed, where u§t)

Bo-

is the value of u; prior to updating

The new random walk Metropolis step for v} when considered as a step for
u; is identical to the Metropolis step in the original algorithm — we are
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conditioning on Sy and as u; = uj — fo, proposing an additive jump for uj
induces the same additive jump in u;.

This means that, from an algorithm programming point of view, to transform
the standard algorithm for the first model we simply need to modify the step
for By to a Gibbs sampling step with an additional correction to the u; and
leave the other two steps alone.

This has been implemented in MLwiN and we show this in practice in the next
section. What should be noted for non-Normal models is that hierarchical
centering not only benefits from potentially having less correlated parameters
but also the fact that some Metropolis steps are replaced by quicker Gibbs
sampling steps that often themselves result in better mixing.

25.4 Binomial example in practice

We will here consider the model that we looked at in Chapter 23. We will
now repeat the instructions on how to set up this model in MLwiN.
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In chapter 23 we compared the reparameterisation with the standard method.
Here we will move straight to using hierarchical centering

The Equations window will look as follows:
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Equations EE.
use, ~ Binomial(denomby, frg.)
logit(;rg.) =,80J,.cons + -O.OZT(O.OOS)ageH + 1.134(0.165)0nekidg +
1.363(0.182)m’0kidsg + 1.361(0.188)ﬂ11‘ee+kids§,. +ﬁsj.urbang.
:50; =-1.721(0.159) + Uy,
ﬂs; =0.830(0.174) + Us;

Uy,
Us;

var(use, |r.) = 7,(1 - 7,)/denomb
J J J J J

0.433(0.140)

~N(, Q) : Qu=|:
-0.452(0.189) 0.773(0.347)

Deviance(MCMC) = 2328.094(1934 of 1934 cases in use)
UNITS:
district: 60 (of 60) in use

Mame + - AddTerm Estimates Monlinear Clear Notation Responses Store Help Zoom 100 -

We will need to look at the Trajectories window to examine the mixing of
the parameters:

e Select Trajectories from the Model menu.
Modify the view last box to 5000.

Click on the select button.

In the pull down list choose 3 graphs per row.

Click on the Done button.

The Trajectories window will look as follows:

Trajectories [=]=E
Deviance(MCMC) =2328.094(1934 of 1934 cases in use) 4, = -1.721(0.159) A, =-0.027(0.008)
I | WWWWWWWMW \ e |
£, =1.134(0.165) — 1363(0.182) — 1.361(0.188)
g, | MWMWMWMMM | WNWMWWWWWMM |
B, =0.830(0.174) o2, =0.433(0.140) 6,5 =-0.452(0.189)
wwwwwwwmm | R, | HOPHEER AR |
o2, = 0.773(0.347) & 1 — 1.000(0.000)
Zoom 100 ~ Select Help view last: 5DUD I rawdata - R - E E -

Here we see that mixing is generally similar to that seen for the standard
algorithm, although the mixing for the 5 parameter has improved (we give
ESS values in the table later). The hierarchical centring steps will affect the
mixing of parameters 3y and (5 only due to the random intercepts and slopes
and the fact that no other predictors in this model are constant at the higher
level.
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We can also look at combining the two reparameterisation methods, orthog-
onal predictors and hierarchical centring, as is considered in Browne et al.
(2009b). Here the order of predictors matters as the fixed predictors will be
transformed. In the current order only the intercept parameter will be cen-
tred (as it is first it will be replaced by itself in the orthogonal set created)
as the urban vector will be replaced by an orthogonal vector which can then
not be centred around the slope residuals.

To use both methods we need to do the following:

The MCMC options window should then look as follows:

[ ] Structured MCMC

| ] Structured MVN

[w] Use orthogonal parameterisation
[| Use hierarchical centring

Centre at level:

Parameter expansion at level:

[]2

To next run the model using both the orthogonal parameterisation and hi-
erarchical centring we do the following:

After running the Trajectories window will look as follows:
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Trajector E=E
Deviance(MCMC) = 2328.615(1934 of 1934 cases in use)5, = -1.708(0.162) =-0.027(0.008)

WA g | WMWWWWWWWWMWWWMNWWM\ DA

8, = 1.135(0.159) =1.362(0.174) =1.365(0.180)

;WWWWWWWW\WMWMWWMNW\WWWWWMW\

;= 0.804(0.172) 02, = 0.431(0.135) G50 = -0.447(0.179)

e o RIS WYL E sttt Al

o =0.729(0.329) ol 1—1000 0.000)

Zoom 100 » Select Help viewlast: 5000

Here we see in fact the best trace for §; of all the methods considered. The
table below shows ESS values for all four methods considered in this chapter
and the orthogonal chapter.

Parameter | Standard | Orthogonal | HC | HC + Ort
Bo 73 301 | 53 507

51 190 1154 | 165 1124

Ba 183 977 | 100 1111

B3 143 1024 | 67 1037

B4 75 924 | 52 1048

65 60 124 | 435 257

o2 229 228 | 193 259

Ou50 148 136 | 105 138
o2 130 116 | 93 92

Here we see that changing to an orthogonal parameterisation has greater
impact for this model than hierarchical centring. If we altered the order of
predictors and put urban first then we would get hierarchical centring of
slopes but not intercepts which gives a better ESS for 5 but worse for fy.

This model is simply one example and we can look at simpler examples
where hierarchical centring has more of an impact. For example if we were
to instead look at a variance components model with no predictors except
the intercept (this can be set up by deleting the other predictors via the
Equations window) then we can compare the effect of centring against not
centring. Note for this model there is only one fixed effect so there is no
difference between the standard and orthogonal parameterisations.

The results of running this model using both the centred and uncentred
parameterisations are given in the following table:

Parameter | Standard | HC
BO 221 | 1194
uO 430 | 522
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Here we see a 5-fold increase in ESS for 3y showing the benefit of centring
for this model. We will next move on to reconsider a Poisson model that we
also considered in the orthogonal parameterisation chapter.

25.5 The Melanoma example

In chapter 23 we revisited a Poisson response model for a dataset that con-
cerned Melanoma mortality in Europe. The model we considered had fixed
effects and interactions for nation and UV exposure and we will revisit this
model again here while using hierarchical centring. First we need to set up
the model in MLwiN and hence we need to follow the following instructions
as in Chapter 23.
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The above list of instructions should result in setting up the model structure
for the model originally introduced in section 11.4 and fitting the model in
IGLS. We next need to change estimation method to MCMC and ask for
hierarchical centring before fitting the model. As in chapter 23 we will also
need to increase the run length because of the potential poor mixing of the
chains for this model. This we do as follows:

If you look closely at the Equations window you will see that all the nation
predictors have simply a j subscript. This is because regions are nested
within nations and consequently the nation variables will be a constant at
the region level. This means that when we choose hierarchical centring we
will push all 9 nation effects up the hierarchy. After running for 50,000
iterations we can, as in Chapter 23, look at the chain for the Belgium effect,
p1 (via the Trajectories) window; we see the following;:
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o freped g g

pac,

e B %

Accuracy Diagnostics
Raftery-Lewis (quantile) : Nhat = (41489.37046 )
when q = (0.0250.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 3521633
when k = 2 sigfigs and alpha = 0.05

Summary Statistics
param name : §,  posterior mean = 0.930 (0.027) SD =0.687 mode =1.154
quantiles : 2.5% = -0.706, 5% =-0.382. 50% =1.017. 95% =1887. 97.5% =2.102

0000 actual jterati ing everv iteration. Effective Samvole Size (ESS) = 37.

Here we see that there is very little improvement from using hierarchical
centring, as the main cause of the poor mixing is the correlation between
the pairs of predictor and interaction for each nation. We can, as we did for
the last example, look at using both hierarchical centring and an orthogonal
parameterisation. This will still centre the first 9 nation effects as they are
already orthogonal but will replace the interactions with orthogonal terms.
This can be achieved as follows:

Again if we look at the trace for ; as shown below
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MCMC Diagnostics - fixed : Belgium [=]=i3e

;i { I

] Accuracy Diagnostics

e Raftery-Lewis (quantile) : Nhat = (11980,11980 )
when q = (0.025.0.975 ). r = 0.005 and s = 0.95
Brooks-Draper (mean) : Nhat = 715282

when k = 2 sigfigs and alpha = 0.05

NERN

Summary Statistics
param name : 8,  posterior mean = 0.690 (0.010) SD =0.752 mode =0.683
quantiles : 2.5% =-0.784. 5% =-0.554. 50% =0.687, 95% =1943, 97.5% =2.183

rerv iteration. Effective Samole Size (ESS) = 5126.
Help

we see as we saw in Chapter 23 that for this parameter the chain mixes much
better. To give a fair comparison of the whole model we give ESS for all
parameters in the following table:

Parameter | Standard | Orthogonal | HC | HC 4+ Orth
By 38 5156 | 37 5126
Ba 146 672 | 215 1535
B 33 5231 32 5551
B4 1508 1854 | 8075 12504
Bs 67 1041 89 1183
e 431 1487 | 449 2328
Br 60 7026 | 51 6708
Bs 26 2430 | 26 1781
Bo 31 2416 | 38 2381
B1o 38 5205 36 5087
b1 160 1045 | 160 1133
B2 33 5079 | 31 5478
B3 1838 1985 | 1590 1789
Bia 69 1199 | 82 1057
b5 458 1774 | 365 1678
Bie 61 6928 51 6150
Bz 26 2375 26 1745
Bis 31 2419 | 37 2311
o2, 3160 3768 | 6014 6368

Here we see that, although it is slight, there does seem to be some additional
benefit of using hierarchical centring on top of the orthogonal parameterisa-
tion as for the ESS increases for the worst mixing parameters. It should also
be noted that both the non-Normal models were chosen as they illustrated
improvements when using orthogonal parameterisations. If for example we
consider the simpler model with only nation effects and no interactions then
the original parameters are already orthogonal and so we can only compare
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the standard formulation and a centred formulation. Here the improvement
of using hierarchical centring is very impressive as shown in the table below:

Parameter | Non-centred | Centred
IS 656 | 29224
B2 348 | 32134
(3 457 33507
o 1220 21041
Bs 490 30602
Be 1104 17673
Br 3424 7119
0 3041 11427
B 667 28629
o2, 7213 11671

We have here seen that generally hierarchical centring results in a better
MCMC algorithm for non-Normal response models. One note of caution as
demonstrated in Browne et al. (20090) in one example is that if the cluster
variance is small, once again hierarchical centring can result in worse chains.

25.6 Normal response models in MLwilN

We alluded to the fact earlier that for Gibbs sampling in MLwiN we have not
programmed up the full hierarchical centring algorithm. As was mentioned in
section 25.3 when used with non-Normal responses, as MLwiN uses random
walk Metropolis sampling for both level 2 residuals and fixed effects, the only
change to the algorithm is a new Gibbs step for fixed effects that are centred
and an adjustment to the residuals that results in correct conditioning in the
step.

This can also be used in MLwiN with Normal responses and random walk
Metropolis sampling as detailed below. Firstly return to the beginning of
this chapter for instructions on setting up the model for the tutorial dataset
and setting up hierarchical centring prior to generating WinBUGS code. We
then need to change estimation methods used:

e Select MCMC/MCMC methods from the Model menu.

e Click on the Univariate MH buttons for both Fixed Effects and
Random effects.

The Advanced MCMC Methodology window should look as follows:
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Advanced MCMC Methodology Options .
Estimation Method
Fixed Effects
) Gibbs ® Univariate MH ) Muttivariate MH

Random Hfects (Residuals)
) Gibbs ® Univariate MH O Multivariate MH

Higher Level Varance Matrices
Updated by Gibbs sampling.

Lewvel 1 Varance
Updated by Gibbs sampling.

Metropolis-Hastings settings

Scale factor for proposal variances |58 2~ /block dimension.
Use adaptive method
Desired acceptance rate(%:) 500 2 Desired tolerance(®) 10.0 =
MH Cycles per Gibbs iteration 1 2
Reset " Done " Help |

e (Click on the Done button on the Advanced MCMC Methodol-
ogy window

e Click on the Start button

After running for 5,000 iterations the Trajectories window will look as
follows:

Trajectories EE‘.
Deviance(MCMC) = 9209.132(4059 of 4059 cases in use) Uin =0.097(0.020)

o2.
Eo
. o1s.
" 010,
ste0.

o =) ) o) =) o) o) 0 o) o) =) =)

5, = 0.003(0.041) %)= 0.566(0.013)

oo
as. o=
[ oss
2s. e,
<.
s I 4 ; ; | ; Ry S ; | h 4 4

]

B, = 0.564(0.012)

o5
st
s
s
st

=y C) o) =y ) £

Zoom 100 ~ Select Help view last: 500 v rawdata ~

It is easy here to pick out that 5y which is pushed up the hierarchy has been
updated using Gibbs sampling whilst 3, is using Metropolis Sampling. If we
compare the ESS for all parameters with those from WinBUGS earlier we
see the results given in the 3rd and 4th columns below:

Parameter | Non Centred | WinBUGS | MH | Gibbs

Bo 216 3754 | 2750 | 4959
B 4413 4206 | 905 | 4212
o2, 2821 2874 | 2149 | 3064

a2 4712 4815 | 4145 | 5179
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The final option we have is to use a ‘pseudo’ hierarchical centring algorithm
with Gibbs sampling. Here we give a caution that the algorithm we use has
not been confirmed as a correct MCMC algorithm but does appear to give
sensible estimates and good ESS. Basically we now need to rerun the model
above using Gibbs sampling. As we have previously used Metropolis we need
to change back to Gibbs Sampling. To do this we do the following:

e Click on the IGLS/RIGLS tab on the Estimation control win-
dow.

e (Click Start.

e Click on the Estimation Control button.

e Select the tab labelled MCMC on the Estimation control window.
e Select MCMC/MCMC methods from the Model menu.

e Click on the Reset button and then the Done button on the Ad-
vanced MCMC Methodology window.

e Click on the Start button.

After running we get the following chains in the Trajectories window:

Trajectories E“E‘.
Deviance(MCMC) = 9209.006(4059 of 4059 cases in use) 05_0 =0.096(0.020)

w240
s

-
et

0.
; ass

=) =y C) =y Co) s = Co) C) =y ) £

B, = 0.002(0.041) &%, = 0.566(0.013)

= = E) ) ) =0 =0 = E) ) =0 )

B, =0.563(0.012)

oss.
s
ast
= . E E

Zoom 100 - Select Help view last: 500 - rawdata =~

Here we see all parameters appear to mix well and be using Gibbs sampling
steps. The ESS values are given in the last column of the earlier table and are
as good if not better than those for the true hierarchical centring algorithm
used by WinBUGS. So the question is what algorithm is MLwiN using?

If we consider the standard (uncentred) Gibbs sampling algorithm we have
four sets of steps to update 3, u, 02 and o2 respectively. We can also split
B into two parts, 8¢ which can be centred and ABY which can’t. Now the
Metropolis sampling algorithm used earlier would have updated Y using
univariate updating steps and simply replaced the equivalent univariate steps
for B¢ with a Gibbs step with an adjustment to u; so that in reality u; =
u; — (X9BY);, the parameter from a centred formulation, is held constant

and hence conditioned on.
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So what we have done for the Gibbs algorithm is supplemented the four steps
for the non-centred formulation with the Gibbs step for 3¢ conditioning
on the uj. This means that in each iteration B¢ is updated in two steps
and u; is updated in one step and adjusted in another. This may explain
the better mixing even than the standard Gibbs algorithm we demonstrated
using WinBUGS. Of course it is not clear that this algorithm is an acceptable
Gibbs sampling algorithm and we hope any MCMC theory researchers out
there can let us know either way. Until we have confirmation we therefore
urge caution while using this option and hence have left it to the end of the
chapter.

Chapter learning outcomes
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