MLwiN 2.0 Command Manual
Version 2.0.01
October 2003

Jon Rasbash
William Browne
Harvey Goldstein

Centre for Multilevel Modelling
Institute of Education
London, WC1H OAL

Copyright: Centre for Multilevel Modelling, Institute of Education, University of London



MLwin Command manual version 2.0.01

Table of Contents

Part |

~N O ok WN P

Part |

© 00 N O O A W N P

NN NN RNNNNMDNERERPRPRRPRPRP PR P PR
0w ~N o 00 WNPEP O O 0o N 0l M W N P O

Foreword

Commands - an introduction

Command: Introduction to MLWIN COMMANAS ......uiiiiiiiiiiiiiii e
Command The design of the MLWIN back end ...
Command MACIOS = @ SUMIMATY ....ciiiiieiiiti e e eeeeattt e e e aeeeabba e e e e aaeeetbbaa e e aaaaeessbbnaaaaaaaaaeees
Command structures and defiNitioNS ... et
Command Parameter dESCHIPTOIS ..ottt e e e e e ettt e e e e e e eeabb e e e aaaaeee
CommMaNdsS TOF USE 1N 2.0 ittt e et ettt e e e e e e e eeatba e e e e aaaeeee
Command - gettiNg STAMTEU .....uuuii e ettt e e e e e e e e e aaeeee

Commands for arithmetic and data editing

Command ABSOIULE VAIUES .....eiieiiiieii ettt e e e e e ettt aeaaaaeees
COMMANT ACOS ..ottt e e e e e et et tbba e e e e e e e et e bbb e e e e e aeeeebbbn e e aaaaaaenes
Command ALOGIL , @NtilOQIT ...t e ettt eaaeeees
Command ANGUIar transSformation ...t eaeeees
Command ANTIIogarithm, DASE tEN, ........uii i
CommMAaNd APPENA ..ottt e e e ettt a e e e e e b e aaaaeae
COMMANT ASINE ...t e ettt e e e et e ettt e e e e e e e e ettt e e e e e aeeeasbbn e e aaaaaeeees
COMMANA AT AN e e oottt oo e e e ettt tbba o e e e e e e ee e bbb e e e e aaeeessbbnn e e aaaaaeeees
CommMAaNd CALCUIALE ...ttt e et e ettt e e e e e e e ee bbb e e e e aaaeeees
COMMANT CATINAIME ...ttt oottt e et e e ettt e e e e e e e eetbba e e e e aaeeessbban e aaaaaaeeees
COMMANT CHANGE oot e e e e ettt e e e e e e e ettt b e e e e e e e eeebbba e e aeaaaaeees
COMMANT CHOODSE ...ttt e e et ettt bt e e e e e e e e eetbba e e e e e aeeessbbna e e aaaaaaeees
COMMANT CODE ...ttt e e e ettt a bt e e e e e e e et e bbb e e e e e e e eessbba e e aaaaaaeees
COMMANT COSINE ittt et e ettt e e e et e ettt e e e e e e e eetbba e e e e aaeeessbbnaaaaaaaaaeees
COMMANT COUNL oot e e e ettt tbbb e e e e e e e eetbba e e e e aaeeessbbn e e aaaaaeenes
Command CTON categorical tO NUMEKIC ......coiiiiiiiiiii ettt eeaeeees
Command CUMUIGEIVE SUIM ..uuuiieiieeii ettt e e e e ettt e e e e e e e e eebbba e e e e aaaaeees
COMMANT DISCAIT FOW(S) eeertruuniaaaiiteitttia e e e aeeeettt e e e e e eettta e e e e aeaeesbbaa e e aaaaeesstbnnaaaaaaaaeees
COMMANA DIVIAE it e ettt ettt e e e e e e e ettt b e e e e e e e eeetbba e e aaaaaaeees
(67eT o0 0 F= T Lo I =1 1l PP TUPPPPPRIN
Command EXPORNENTIAI .....oooiiiiiie et e e e e e e bbb aaaaeaes
CoOMMANT GADD GCIOSS FOWS w..uuiieiiiiiitii e e e eeeeattt e e e e e e e eeatbe e e e e aeaeetbbaaaaaaaaeeeesbbnnaaaaaaaaenes
Command GENEFate NUMDBDEIS ...ttt e e e e e e aaaeees
COMMANT GROUP .ottt e e e et e ettt e e e e e e e et tbba e e e e e aeeesbbbn e e aaaaaaeees
Command INTEGEI AIVIAE ....ooeuiiiii e e e e ettt e e e e e e ebtba e e e aaaeeees
COoMMANGA JOIN e oottt e e e e ettt bbb s e e e e e e eetbba e e e e e aeeeebbbn e e aaaaaaeees
CommaNnd LISTWISE GEIETE ...uueiiieeiieee et e e et e aaaeees
Command LOGE logarithm Dase @ ..o



29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Part Il

© 00 N O O A W N PP

e = T e i =
© N o U0~ WN R O

Contents I

COMMANT LOGIT ..ttt e ettt ettt e e e e e e e e ettt e e e e e aeeeesbbn e e aaaaaeeees 22
Command LOGTen logarithm Dase 10 ...t 22
CommMaNd MAXIIMUIM ..ot e e e et e ettt e e e e e e e et tbba e e e e e aeeessbbnnaaaaaaaaenes 22
Command MINIMUIM Lo e e e e ettt e e e e e e et tbba e e e e e e e eeesbbn e e aaaaaaeees 22
ComMMANT MODUIUS ...ttt e e e e e e e e ettt e e e e e e e e eebbba s e aaaaaeeae 22
Command NTOC nuUMEriC t0 CategOriCal .......ccoiiiiiiiiiii e 22
COMMANT OMIT Lottt e e e e et e ettt s e e e e e e et e bba e e e e e aeeestbbn e e aeaaaeenes 23
CommMAaNd PICK ITEIM ..ttt e e e e e e e ettt e e e e e e e e eesbba e e e eaaaaeee 23
COMMANA PUT ettt oo e ettt ettt e e e e e e e e ettt e e e e e aeeeestbn e e aaaaaeenes 23
Command RAISE VAIUES T0 POWET ..ottt e e e e ettt e e e e e eeatb e e e aaaeeees 23
COMMANT RANKS ettt e e et ettt e e e e e e e et e bbb e e e e e aeeeebbba s aaaaaaeeees 23
ComMMANT ROUNA ..ottt et et e ettt e e e e e e e e ettt e e e e e aeeeetbbn e e aeaaaeenes 23
CoOMMANA SET DOX eriiiii ettt e e e e e e e bbb aeaaaaeaes 24
ComMMANA SIGN e et e e et ettt e e e e e e e ettt b e e e e e e e e et abb e e e aaaaaaes 24
COMMANGA SINE .. e oottt e e ettt ettt e e e e e e e et e bbb e e e e e aeeeetbbn e e aaaaaaeees 24
COMMANT SORT L.ttt oottt oo e e e ettt bba s e e e e e e eetbbaa e e e e aaeaesbbbn e e aeaaaaeees 24
COMMANTA SPLIT .. oo e ettt e e e e e e e ettt b e e e e e e e e eetbba e e e aaaaeeae 24
(070 4 oY ¢ g 1= T Lo IS 1 i [P 24
COMMANGA SUM ettt e e e e et e ettt e e e e e e e et e bba e e e e e e e e eebbba e e e aaaaeaes 25
ComMMANT SUMROWS ...ttt e e e e e e ettt e e e e e e e et b bbb e e e e e aeeeesbbnaaaeaaaeeees 25
COMMANT TANGENT oottt e e et e ettt e e e e e e e e ettt e e e e e aeeeebbbn e e aaaaaaeees 25
COMMANT TRANS DO SE . iiiiiiitti e ettt e et e ea bt e e e e et e etbba e e e e aeeeetbbaa e e e aeaeeessbbnnaaaeaaaaeees 25
Elementary statistical commands 25
COMMANT AVERGAGE ...ttt e e et ettt e e e e e e e et e bba e e e e e e e eessbba e e aeaaaeeees 25
CommMaNd CHISQUAIEA ...ttt e e e e e e e ettt e e e e e e e e eeabba e e e aaaaaeee 25
ComMMANT CORIMALIIIX ...eiiiieiiiit ettt e e e e et ettt e e e e e e e et tbba e e e e e aeeeesbbna e aaaaaaeeees 25
Command CORREIALE ...ttt e e e e ettt e e e e e e e ettt e e e e aaaeeees 26
Command CPRODADIITY ....coeuiiieiiee et e e e e e et eaaaeees 26
Command DUMMY Variabl@S ...t e et aaaeeees 26
Command FPRODADIITY ....coooiiiiieee ettt e e e et aaeaeees 26
Command GPRODADITITY, ..oooeiiiiee e aaeeaes 26
Command HNORM@AI, ...t e e e e ettt e e e e e e e ee bbb e e e e aaaeeees 27
ComMMANT MOMERNLS ...t e ettt ettt e e e e e e e ettt b s e e e e aeeeebbba e e aaaaaaenes 27
ComMMANT NEDEVIALE, ... .ceiiiiiiiiiiiee ettt e e et ettt e e e e e e e e ettt e e e e e e e eeesbba e e aaaaaaeees 27
Command NPRODADITITY, ....oeeueiiieee et e e e e et eaaeeees 27
COMMANT NSCOIES ettt e e e e e et e ettt e e e e e e e eetbba e e e e aaeeesbbbn e aaeaaaaeees 27
ComMMANT OREGIESS ..ottt e e ettt e e e e e e e ettt e e e e e e e e eeabba e e e aaaaeeees 27
COMMANT REGRESS: ...ttt e e et ettt e e e e e e ee e bt a e e e e e eeeebbba e e aaaaaaeees 28
COMMANA TA B SO ., ittt e e et ettt e e e e e e e e ettt e e e e e aeeesbbba e e aaaaaeeees 28
CommMAaNd TABUIALE ...ttt e e e e ettt e e e e e e e e ettt e e e e aaaeeees 28
Command TPRODADIIITY ...cooeiiiiiee et e e e e e et eaaaaeees 29



19

Part IV

1
2
3

Part V

© 00 N O O A W N P

=Y
o

Part VI

o o~ WDN B

Part VII

© 00 N o o~ W DN PP

e ~ T S S
a M W N P O

MLwin Command manual version 2.0.01

COMMANT ZSCOIES ..ttt e ettt et e e e e e et et ttba e e e e e e e ee e bbb e e e eaaeeeasbbnnaaaaaaaaeees 29
Calculate command 29
Command CALC command @XAMPIES .......iii it e e e ee et aaaeeees 29
command EQMI for MiSSING GaAta .....cceuuuiuiiiiiiiieiii et e e et aaaeeees 30
Command The CALCUlate COMMANT .......uiiiiiiiiiiiii ettt e e e e e et eaaaeeees 30
Commands for input and output of data 32
ComMMANA INCOL ..ot e e e et e ettt e e e e e e e et tbba e e e e e aeeeasbba e e aeaaaeeees 32
Command DELIMIt iNPUL OF QULPUL oeeeeieii ettt e e e ee et eaaeeees 32
CommaNnd DINPUL GATA ...cciieiiiiiiiee ettt e e e e e ettt r e e e e e e eebbba e e e e aaaaeee 32
CommMaNd DWRITE GALA ...coieiiiiiiie ettt e e et e ettt s e e e e e e e eesbba e e e aaaaeeees 32
Command FDINpuUt formatted data ..........cooooeiiiiiiiiii e aaeeees 33
Command FDOULPUL GATA .ceveeuuiieieiiieiiiie ettt e e e e e ettt r e e e e e e eebbba e e e e aaaeeees 33
CommaNd FINISI .. e e et ettt e e e e e e e abb e e e aaaaeans 33
Command INPUt NUMDBDErs iNtO SOrOUP™ ... e e e 33
CommaNnd PRINE ON SCIEEN ...uuuiiie ettt ettt e e e e ettt e e e e e e e eetbba e e e e aaaaeees 34
Command VIEW teXt fil .ot e e e e e eeees 34
Character plotting commands 34
Command BOXPIOLS ......ouiiiiiiiiii e 34
CommaNd HISTOGIAM ...ttt e e e e e e ettt e e e e e e e e eesbba e e aeaaaeeees 34
COMMANT LPLOL ..ttt e e et e ettt et e e e e e e e ettt e e e e e e e e eebbbn e e aeaaaaenes 34
CoMMANT MPLOT e ettt e e e e e e e et bbb e e e e e e e e ee bbb e e e aaaaeeee 34
COMMANTA PLOT ittt oottt r oo et et e ettt e e e e e e e e ee e bbb e e e e e aeeeesbbn e e aaaaaeeees 35
Command STEM and [€af ........uuuiiiiiii et e e e e e e e eeees 35
Commands for model estimation and control 35
Command BATCH {QVAIUES} ..ot e e et e e e aeaes 35
Command CLEAr all model SpeCifiCations ........couuuuiiiiiiiiii e 35
ComMMANT CLRDESIGN ...ttt ettt e e e e e e e ettt e e e e e e e eeeatbn e e aeaaaaeees 35
Command CLREIEMENTS ...ttt e e e e ettt e e e e e e eetbba e e e e aaaeeees 35
CommMaNd CLRVAIANCES ....ccouiiuiiieeaiiieeitte ettt e e e e ettt e e e e e e e eetbba e e e e aaaeeee 36
CoOMMANA EXCIUAE ..ottt e e e e e ettt e e e e e e e ettt e e e e aaaeeees 36
CommMAaNd EXPLANALOTIY ...ttt e ettt e e e e e e e e ettt e e e e e e e e eetbba e e aaaaaaeees 36
CommMAaNd FCONSIIAINTS ..iieiiiiiiie ettt e e et e et e e e e e e e ettt e e e e e aeeeesbba e e aaaaaeeees 37
CoOMMANA FIXEQ ..ottt e e e e e e ettt e e e e e e e e ee ittt e e e e aaaeeees 37
Command FPARLt, amend the fiXed Part ... 37
Command FSDEITOrsS tyPe SVAIUES ..ottt e e e e e et eaaaeeees 37
COMMANT FTESE ..ttt ettt e e e et e ettt e e e e et e et tbba e e e e e aeeestbbn e e aaaaaaenes 38
ComMMANA IDENTIFIEIS ...ttt e e e e ettt e e e e e e e eetbba e e e e aaaeeees 38
ComMMANA LGRIA ..ottt e e e e e ettt e e e e e e e e ee ittt e e e e aaaeeees 38

Command LIKEIHhoOd {t0 <DOX>} oo 39



Contents v

16 Command MAXIEEIAtIONS ...ttt e e ettt e e e e e et bbb e e e e e e e eeaabaa e eaas 39
17 command Merge tO IeVEl 1 ... e 39
18 ComMmMAN METHOMA .ottt e e e e e ettt e e e e e e e e e aaban e eaas 39
19 CoMMANA NEXT ..ottt e e et ettt o e e e e e e e e e bbb e e e e e e e e e e bbb e e e e aaeeenbbaa e aeaas 39
20 COMMANA OFFSEL ..ottt e e et e et e e e e e e et ebbb e e e e e e e e eesbba e e aaaaaeenes 39
21 Command OLSESHIMALIES ....ccouiiiiiii ittt e e e e ettt e e e e e e e ee bbb e e e e aaaeeees 39
22 Command PREDICIEA VAIUES .......iiiiiiiiiiiiiie ettt e e e e e et eeaaaeeees 40
23 Command QLIKEINOOMA .....oueiiii e e e e e e et e e e e eees 40
24 ComMMANA RANDOIM ...ttt e e e ettt ettt e e e e e e e e eabbba e e e e e aeeeesbbaa e e aaaaaeenes 40
25 Command RCONSIFAINTS ...ooiiiiiiiiiiiee ettt e e e ettt e e e e e e e eabba e e e e e e e eeebbba e e aaaaeeeees 40
26 Command reflate reSTAUAIS .....uueeiiie et e e e e et eaeaaeees 41
27 Command RESEL PAramMeterS ......oioiiiiiiiiiiiiaie ettt e ettt e e e e et et e e e e e e e eesbba e e aaaaaaeees 41
28 Command RESPONSE Variable ...t 42
29 CoOmMMANA RSDEITOIS TY P ieiitiuiii ettt e ettt e e ettt e bbb a e e e e e e e eabbba s e e e e e eeeesbbaa e e aaaaaeeees 42
30 COMMEANA RTESL ..ttt ettt e e e et ettt e e e e e e eetbba e e e e e aeeeesbbaa e e aeaaaaenes 42
31 CoOmMMANA SETDESIGN ...iiiiiiiiiiiiii ettt e ettt e e e et ettt e e e e e e e e eabbba e e e aaeeeesbbaaaaaaaaaeenes 42
32 Command SETEIEMENTS ... ettt e e e e e ee bbb e e e aaaaeees 43
33 COMMEANGA SETTINGS euuiiiiiiiiiiiiiiaa ettt e e e et e et e e e e e e e e ettt e e e e aaeeeabbba s e aaaeeeesbbnnnaaaaaaeeenes 43
34 CommMaNd SETVAITANCES .....ccoouuiiiiiieeeiieeei ettt e e e e et et e e e e e e e eetbba e e aaaaaaeees 43
35 COMMANA STARL Lttt ettt e e et ettt e e e e e e e eabbba e e e e e e e e eebbba e e aaaaaaeees 43
36 Command StOre StANUArd EITOIS ....ooiiiiiiiiiie ettt e e e e e eabb e e e e e e e eesbba e e e aaaaaenes 44
37 COMMANA SUMMEIY ... e e et ettt e e e e e e e eabbaar e e e e aeeeebbba s e aeaaaaeees 44
38 Command TOLEIraNCe SVAIUES ......coiiiiiiiiiii ettt e et e e e e e e e abba e aaeaaaaeees 44
39 ComMMANTA VUN ..ot e e et e bbbt e e e e e e e e ebbb e e e e e e e e eebbbaa e e aaaaaaenes 44
40 Command Weighting MOAE ...ttt e e e e eaaeeaaas 44
41 coMMANT WEIGNTS ..eiiiii e e et e e e e e e ettt e e e e e eeraaaaas 44
Part VIl Commands for estimation of residuals 45
1 Command Estimation Of reSidUuals ..o e 45
2 ComMMAaNd RCOVAITANCES ...ccouuuuiiieeaiieeeiite e e ettt e e e e e e et s e e e e e e eetbba e e e aeaeeeatbbna e aaaaaeaees 45
3 Command RESIAUAIS ... .o ettt e e e e eetb e e e e aaeeees 45
4 Command REUNCHION ...ttt e e e e e e et e e e e e e e eereaanns 46
5 CommMand RLEVEI ...t e e ettt e e e e e e e eatbb e e e aaeaees 46
6 ComMMANT ROUTPUL & .ottt ettt e e e et e ettt e e e e e e e eatbba e e e aeeeeeasbbna e aaaaaanne 46
7 CoMMANT RSETHINGS -.iiiiiiiiiiiiie ettt e e et ettt e e e e e e e ee bbb e e e e e e e eeasbbaa e e aaaaaeenes a7
8 COMMANT RT Y PO, ittt oot ettt e e e e e et e ettt e e e e e aeeeatbbaa e e e aaaaaanes a7
O MISSING FESTAUAIS ettt e e et ettt b e e e e e e e eetbbb e e e e eeeeeesbbaa e e aeaaaeaee a7
Part IX Commands for model manipulation 47
1 COMMANA ADDTEIMMN .ottt e ettt e e e et et et bbb e e e e e e e eetbba e e aeaaeeesbbann e aaaaaeanes a7
2 CoMMANA MERGE ....eoiiiiii oottt e e e e e et ettt e e e e e e eetbba e e e e aaeaae a7
3 COMMANT MLAVEIAGE ... ittt ettt e e e e ettt bbb e e e e e e e eetbba e e e aeaeeeesbbaa e aeaaaeene 48
4 COMMANT MLBOX ..ottt e e ettt e e e e e et ettt e e e e e e e e ee bbb e e e e aaeeennbnanns 48



© 00 N O O

10
11
12
13
14
15
16
17
18
19
20
21
22

Part X

© 00 N O O A W N P

[ S SER T
W N Rk O

14

Part Xl

1
2
3

Part XlI

1
2

MLwin Command manual version 2.0.01

ComMMANT MLCOUNT ..ot e e e et e ettt s e e e e e e et e bbb e e e e e aeeeesbbn e e aeaaaeeees 48
CommMaNd MLCUMUIALE ...ttt e e e ettt e e e e e e ee bbb e e e aaaeeees 49
COMMANT IMLLAQG ettt e oo e e et e ettt e e e e e e e eetbba e e e e e aeeeesbbna e e aeaaaaenes 49
Command MLIMAXIMUIM .t e e e et ettt e e e e e e e eetbba e e e e e aeeeesbbn e e aaaaaaeees 49
Command MLIMINIMIUNM .ttt e e e e e e et ebba e e e e e e e eesabba s e aeaaaaeees 49
CommMaNd MLRECOUE ... .ottt e et e ettt e e e e e e e ettt e e e e aaaeeees 50
CommMAaNd MLSDEVIALION, .ieeiiiiuiie ettt ettt e e e e e e ettt e e e e e e e e eeabba e e e e aaaeeee 50
ComMMANT MLSEQUENCE ...ttt ettt s e e e e e e e ettt e e e e e e e e eeabba e e aaaaaaeees 50
COMMANT MLSUM .ot e e et ettt e e e e e e et bbb e e e e e aeeeesbbn e e aaaaaaeees 50
CommMaNd MULSYMIMELIIC ..eeeuiiuiiieeeieeeete ettt e e e e e ettt e e e e e e e eetbba e e e e aaaaeees 51
COMMANT REALIGN ettt e ettt s e e e e e e et tbba e e e e e aeeeetbbn e e aaaaaeenes 51
ComMMANT REMTEIMN ..ottt e e et e ettt e e e e e e e eetbba e e e e e aeeesbbbn e e aaaaaaeees 51
ComMMANA REPEGAL ......iiiiiie ettt e e e ettt e e e e e e e ee ittt e aaeaaaeeee 52
ComMMANT STKRANK ...t e ettt e e e e e e e ettt b e e e e e e e e eettba e e aaaaaeeees 52
CommMAaNd SUBSYMIMEIIIC, 1eeeuuiuiiieeeiiiiiiiie ettt et e e e e e e e ettt e e e e e e e eesbba e e aaaaaeeees 53
Command SURVIVAI TIMES ....uuiuiiiii ittt e e e e ee ittt e e e aaaeaes 53
ComMMANT TAKE e e ettt e e e e e e ettt b e e e e e e e e ee bbb e e e e aaaeeee 53
COMMANT VECTOFNISE ..ttt ettt e e e et ettt e e e e e e e eetbba e e e e e aeeessbbn e e aaaaaeeees 53
Commands for worksheet management 54
COMMANTA CTON L.ttt ettt oo e et e e e et bba e e e e e e e e eetbbaa e e e aaaeeeesbban e aaeaaaaeees 54
COMMANTA NTOQC ..ottt e e e et e ettt e e e e e e e eetbba e e e e e aeeeesbban e e aeaaaaenes 54
COMMANT FILL .o et ettt e e e e e e e e ettt e e e e e e e eee ittt e e e aaaaeeee 54
COMMANT CTOG ..ottt ettt e e e e e e e e ettt e e e e e e e e ee e bbb e e e e aaeeeasbbnn e e aeaaaaeees 55
CoOMMANT ERASE .ot e e e e e ettt e e e e e e e ettt e aaaean 55
ComMMAND INITIAIISE ..ottt e et e ettt e e e e e e e e ettt e e e e aaaeeees 55
ComMMANG LINK et oot e e et ettt et e e e e e e et tbba e e e e e e e e eebbba e e e eaaaeeee 55
ComMMANT MARK e e oo e ettt ettt e e e e e e et bbb e e e e e e e ttbb e e aaaaeae 56
ComMMANA MOVE ..ot e e et ettt e e e e e e e e ettt e e e e e e e eeeabba e e aaaaaaeees 56
ComMMANT NAME e e e e et ettt e e e e e e e et bbb e e e e e e et bbb e e aaaaeaes 56
Command RETRIEVE @ WOTKSNEEL ..o et e e e 56
Command SAVE @ WOTKSNEEL ...t e e et e e e eeees 56
Command TIDY the WOTrKSNEEL ...t 56
Command WIPE all data from the Worksheet ...........cooo e 56
Commands for Multiple membership models S7
COMMANT ADDM ...ttt e et et ettt e e e e e e e et bbb e e e e e e et bbb e e aaaaeae 57
Command Multiple membership models ... 57
COMMANT WTCON ..o ettt e e e e e e e et tbba e e e e e e e e eebbbn e e e eaaaaeees 57
Commands for cross classifications 58
Command A multiway cross classified eXample ... 58

Command An example of a 2-way cross classification ... 59



© 00 N O O~ W

Part XlII

© 00 N O O A W N P

Part XIV

© 00 N O O b~ W N PP

e e
N R O

13

Part XV

o N O 0o A WDN B

Contents Vi

CommMaNd BXSEAICH ...ttt a e e e e bbb aaaaeae 61
Command How cross classified models are implemented ............cccoiiiiiiiiiiiiieeee 62
Command Modelling random cross-classifications ..o 63
Command Reducing Storage OVErhNEadsS ........cooiiiiiiiiiii e 64
COMMANT SETX ittt ettt ettt e e e e e e e et etba e s e e e e e e eetbbaa e e e e aaeeesbbbnn e e aeaaaaenes 65
COMMANT XOMIL ...ttt e e et e ettt e e e e e e e e ee e bbb e e e e e aeeesbtbn e e aaaaaeeees 65
ComMMANT XSEATCH .. et e ettt e e e e e e e tbb e e e aaaeeaes 65
Commands to access IGLS algorithm 66
Access to the IGLS algoritNm ... 66
Command Implementing the IGLS algorithm in macros ... 66
Command Macro DOXXR ... ettt e et e et et e e e e e e e e tb e aaaaeae 66
Command MACIO FIXED ...ttt e et e ettt e e e e e e ee bbb e e e e e aaeeees 66
Command MACTO ITER ... ettt e e e e e ettt aeeaaaeees 67
Command MAacro KRON ...ttt e et e ettt e e e e e e eetbba e e e e aaaeeee 67
Command MAaCrO RAND ...ttt e e e et e ettt e e e e e e e e eetbba e aaeaaaaeee 69
Command MAaCro RUN ...ttt e e et e e ettt e e e e e e e e eetbba e e e e aaaeeaes 69
Example using the algorithm aCcCeSS MAaCIOS ......oooiiiiiiiiiii e 70
Commands to manipulate data structures 71
COMAMNGA OMEGA ...euuii ittt e e e e ettt e e e e e e e et tbba e e e e e aeeeesbba e e aeaaaeenes 71
ComMMANA BLKTOLAIS ...ttt ettt e e e e e ettt e e e e e e e e e e abba e e e aaaaeeees 71
COMMANT CHOL ..ottt e e et e ettt e e e e e e e e ettt e e e e e aeeeebbbn e e aeaaaaenes 71
CommMaNd MKBLOCK, ...ttt e e e e e e et e e aaeeee 71
CoOMMANA MVIBEW .ottt e e e e e e ettt e e e e e e e e ee bbb e e e e aaaaeees 71
CommMaNd SUBBIOCK, ..ottt ettt e e e e e e e ettt aeaaaeeae 72
COMMANT VIMATIIX, ettt ettt ettt e e e e e e e et tbba e e e e e e e e eetbba e e e e eaeaessbbna e e aaaaaeeees 72
COMMANT XIMATEIX ettt ettt e et ettt b e e e e e e e et tbbb e s e e e e e eeetbba e e e e eaeeeasbbnnaaaeaaaaeees 72
COMMANGA XSS ittt et e oottt oo e e et et tbbb e e e e e e e et tbbaa e e e e e aeeesbbbn e e aaaaaaeees 72
COMMANT YIMATEIX ettt ettt e et ettt e e e e e et e et bba e e e e e e e eetbba e e e e aaeeeasbbanaaaeaaaaeees 73
Command YRESIAUAIS ... .ottt e e e e e ettt eaeaaaeaes 73
COMMANT ZIMA T X, ettt ettt oo e et e ettt o e e et e et ettt e e e e e e e e eetbbaa e e e aaaeeeasbbnnaaaaaaaaeees 73
matrices derived from amodel. ... 74
Macro commands 74
COMMANT OBPALN e ettt ettt e e e e e e e ettt e e e e aaaaeae 74
ComMMAaNT RESUIME ..ottt e e e e e e e e ettt e e e e e e e eeetbba e e e eaaaeeees 75
Command ABORL MACIO EXECULION .ieuuuiiiiii ittt e e e e e eeabb e e aaaeeees 75
Command ASSIGNNUMDEIS ..t e e e e ettt e e e e e e e eetbb e e e e aaaaeees 75
ComMMANA BREAK ...ttt e e e et e ettt e e e e e e e ee bbb aaaaaaaean 75
Command CALLEI IdENTITIEI ....uu et a e e et e e e eeees 75
Command CONVEIrgeNCEe STALUS  ...cciiiiiiiiiii ettt e e ettt e e e e e e ettt e e e e e e e e eesbba e e aaaaaeeees 75
COMMANT ENDLOOP ..ttt ettt e e e et e ettt e e e e e e e e eetbba e e e e e aeeeesbbnnaaaeaaaeeees 75

VI



VI

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

MLwin Command manual version 2.0.01

Command ERROI MO ...ttt e ettt e e e e e e e atb e e e e aaeeees 76
Command EVARIADIES, ...t aaaaae 76
COMMANA EXIST ...t e ettt e e e e e e e ettt b e e e e e e e e ee bbb e e e aaaaeae 76
ComMMANT FP AT o ettt e e e et e e ettt e e e e e e e e eebbba e e e e aaaeeae 76
ComMMANA FSET ..ottt e e e e e e ettt r e e e e e e e ettt e e e e aaaeeae 76
COMMANT GALL et ettt oo e et ettt e e e e e e e e ettt e e e e e aeeeetbbn e e aeaaaeeees 76
command GBARWIALN ... ettt eeae 76
Command GCLEar clear all graph SetS. ...t 77
ComMMAaNT GCOLUIMN .ttt e e e e e e ettt e e e e e e e eetbba e e e e aaeeeesbbna e aaaaaaaeees 77
CommMaNd GCOOITINALE  ..iieiiiiiiiie ettt e e e e e e ettt b e e e e e e eeetbba e aaaaaaeeee 77
COMMANA GDIVIAE ..ottt e e e e e e ettt e e e e e e e e ee bbb e e e e aaaeeee 77
(07e] 010 F= T Lo I €1 I o =TSRRI 77
COMMANA GRILTEE e e ettt e e e e et e e ettt e e e e e e e e ee ittt e e e eaaaaeee 77
ComMMANT GGRIA ..o e ettt e e e e e e e ettt b e e e e e e e e eeabba e e e aaaaaeees 77
COMMANT GGROUP ettt ettt e e e et e ettt e s e e e e e e eetbba e e e e eaeeeetbbnaaaaaaaaeenes 77
CommMAaNd GIBBS ... ettt e ettt a e e e e e et e aaaaeae 77
COMMANT GINDEX ettt ettt e e e et e ettt e e e e e e e e eetbba e e e e e aeeeebbba e e aeaaaaeees 78
COMMANA GL ST Y B et ettt ettt e e e e e e e ettt e e e e e e e e esabba e e e e aaaeeee 78
CommMaNd GLTHICKNESS ..ottt e ettt e e e e e e e et e e e aaaeeaes 78
CoMMANT GMSTYIE e ettt e e e et e e ettt e e e e e e e e eetbba e e e e aaaeeee 78
CommMAaNd GMULTLIPIY ettt e e e e ettt e e e e e e e ee ittt e e e e aaaeeees 78
ComMMAaNT GORDEE N ...ttt et e e ettt ettt e e e e e e e et ittt e e e e e aeeeesbba e e aaaaaaeees 78
command graph highlight ...ttt 78
Command graph 1ahel ... e 79
Command graph SCAIES .. ..o e 79
Command graph texXt [aDel ... e 79
COMMANTA GSET .t et e e ettt ettt e e e e e e e e ettt e e e e e aeeesbbbn e e aaaaaaeees 79
COMMANTA GSIZE ... ettt e e e e e e e ettt b e e e e e e e e ee bbb e e e e aaaaeees 79
COMMANT GSSZ it oot e e et et ettt s e e e e e e ettt b e e e e e aeeeebbbn e e aaaaaeenes 79
COMMANA GTABIE e ettt e e et e ettt e e e e e e e e ettt e e e e aaaeeae 80
COMMANTA GTITIE .ottt et e e et ettt e e e e e e e e ettt e e e e e e e eeeabba e e aaaaaaeee 80
COMMANT GTY P it ettt e e e et ettt e e e e e e e et e bbb e e e e e aeeeabbbn s e aaaaaeeees 80
COMMANT GXCON ...t e e et ettt s e e e e e e e et bba e e e e e aeeeetbbn e e aeaaaaeees 80
COMMANA GYCOI ..t oo e ettt ettt e e e e e e e e ettt e e e e e aeeeetbbn e e aeaaaaenes 80
COMMANT GYERFIOF ..ttt e e e et ettt e e e e e e e et e bt e e e e e aeeeesbbn e e aaaaaeeees 80
ComMMAaNA IDCOIUIMN ...ttt e e e e e e ettt e e e e e e e et ittt s e e e e aeeeesbbn e e aeaeaeeees 80
COMMANG IIMAC .ottt e e e e e ettt bbb e e e e e e e e e tbba e e e e e aeeeebbba e e aeaaaaeees 80
ComMMAaNA INMOUE ...ttt e e et e ettt e e e e e e e eetbba e e e e aaaeeees 81
CommaNd ITNUMDEE ...ttt e e e e e e e e et b e e e e e e e e eeabba e e aeaaaaeee 81
COMMANT LOOP ..o e ettt e e e e e e e et tbba e e e e e e eeeesbba e e aeaaaaeees 81
Command Macro commands fOr graphiCs ... 81
Command Macro commands for updating the front end ... 81



51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85

Part XVI

a b~ WD

Command macro editor
command macro example
Command Macros
Command Macros - configuring the macro menu
Command MAVErage
Command MDEBugging
Command MHAStings
Command MONItor model changes
Command NFIXed
Command NLEVel
Command NMSTR
Command NRND
Command NUNIts
Command OBEY
Command PAUSE
Command POSTfile
Command PREFile
Command PUPDate
Command RETUrn control
Command RINIt
Command RPARameters,
Command RPOSition
Command SAY<text>
Command SEPRed
Command SJOIn
Command SPMC
Command string button
Command STRIngs
Command SUPPress arithmetic warnings
Command SWITch,
command TLRA
command TNRA
Command GCLR
Command WMSG
Command YVAR

mcmc commands in macros

Command XCLA
Command BDIC
Command BUGI
Command BUGO
Command DAFA

Contents

VI

VI



IX MLwin Command manual version 2.0.01

B COMMANT DAFL ..ottt e e e e e e e ettt e e e e e e e e eatbbaa e e aaeaaeenes 91

T CoOMMANA DAV .ottt e e e e e e e e ettt e e e e e e e e eatbba e e aaaaaaaes 91

8 COMMANT DAMI ...ttt e ettt e e e e e et e e bbb e e e e e e e e eetbba e e aaaaaeaee 91

O COMMANT FACT ...ttt oo e et ettt e e e e e e et ettt e e e e e e e eeetbba e e aaaaaeanes 91

10 COMMANG LCLO ottt ettt r e e e et et ettt e e e e e e e e et bbb e e e e e e e e eeabbaa e aeaas 92

11 ComMMANA MCCO ..ottt e e e et e e ettt e e e e e e e e et bbb e e e e e e e e eeeabaa e aaaas 92

12 CommMANA MOCOMUOC ...ttt e e e ettt ettt e e e e e e e e ettt e e e e e e e e e eabbaa e eaas 92

13 CommaNd MCRE ... . ettt e e e ettt e e e e e e e 94

14 CommaANd MCRS ... et e ettt e e e e e e et et e e e e e e aar s 94

15 CommaNd MERR ... e ettt e e e e et et e e e e e aa e 94

16 ComMMAN MULM ... et e e et ettt e e e e e e e e e e bbb e e e e e e e e enabaa e eeaas 94

17 CoOmMMANA PRIOK ...ttt e e e e et ettt e e e e e e e e et bbb e e e e e e e eeaabaa e aeaas 95

18 CommMANA PUPN ..ottt e e e e e ettt e e e e e e e e et bbb e e e e e e e e eeabbaa e eaas 95

19 CommMANd STKREANK ..ottt e e e e ettt e e e e e e e eaabaa e eaas 96

20 COMMANA TIMEF ...ttt e ettt e ettt e e e e e e e e e ebbba e e e e e e e eeebbbaa e e aaaaaeeees 97

21 ComMMANA WRAN L.ttt e ettt oo e e e e et ettt e e e e e e e e eabbba e e e e e aeeeetbba e e aaaaaaeaes 97

22 Introduction t0 MCMC COMMANTS ....iiiiiiiiii ettt e ettt e e et e eabbb e e e e e e e eebbba e e e e aaaaeaes 97

Part XVIlI Miscellaneous commands 98
1 Command ECHO ... 98

A OfeT o ¢[00 F- Talo M IO 1€ AN o] o 1=] o Yo H PRSPPI 98

3 COMMANT LOGO ..ottt ettt oo e e e ettt e bt e e e e e e et e e tbba e e e e e aeeeetbbaa e e aaeaaeenes 98

4 COMMANT NOTE ...ttt e et ettt oo e e e e e et tbba e e e e e aeeeebbba e e e eaaeeennbnnnns 98

5 COMMANT W AT e ettt e oo e et ettt e e e e e e e e e tbba e e e e e aeeeatbbaa e e aeaaaeenes 98

Part XVIIl Matrix operation commands 99
1 COMMEAN IIMATEIX ceeeiitiiie ettt e e et ettt e e e et e e et bbb o e e e e e e eebbba e s aeaeeeesbbnan e aaaaaeanes 99

2 Command: Matrices using the calc comMmMand ...........ooooiiiiiiiiii e 99

3 Command MatriX OPEIrAtIONS ....cciiiiiiiiiiii ettt e e e e e e et e e e e e e eaabba e e e e aaaeeereannns 100

4 CoMMANT MATRIX ..ttt e e et e ettt e e e e e e ettt tb s e e e e e e eeebbba e e e e aaeeesrrannns 102

5 Command MDIMENSION ...cuuuuiiiiieiieieitte ettt e e e e e ettt e e e e e e e e eebba e e e e e aaeensbannns 102

6 Command Principal COMPONENTS ....uuuiiiiiiii e e e e eaneaaaas 102

Part XIX Multivariate-multinomial commands 102
1 CommMaNd MNOM ...t e e e e ettt e e e e e e e e et bbb e e e e e e aeetbba e e e aaaaaenes 102

2 ComMMANT MVAR ..o oottt e e e e e e ettt e e e e e et e et b e e e e e e earraaaas 103

3 COMMANT RDIST et e ettt ettt e e e e e e et bbb e e e e e e e e e ettt e e e e e aaeenrbannas 104

4 COMMANT R AT e oo ettt e e e e e e et e bbb e e e e e e e e e tbbb e e e e e e e eeerraanas 104

Part XX Simulation commands 104
1 CoOmMMANd BOOTSIIAP .ieiiiiiiiiiiiie ettt e ettt e e et e e ettt r e e e e e e e eebbaa s e e e aeaeesbbanaaaaaaaaenes 104

2 Command BRANGOM ...ttt et ettt e e e e e e e e et b e e e e aaeeerbannas 104

3 CommaNd CRANUIOM ... ettt e e e et ettt s e e e e e e e ettt e e e e e aaeeerrannas 105



© 00 N o 0o b

10
11
12
13

Contents X

Command DRANUAOM ...t e e ettt e e e e e e e e abba e e e e e aeeeeebnnnns 105
Command ERANUOM ...t e e e ettt e e e e e e et et b e e e e e e e eeneaanas 105
Command GRANUGOM ...t e e et e e e e e e e ettt e e e e e e eenbannns 105
Command HRANGOM ...t e ettt e e e e e ettt e e e e e e e eeneaanas 105
CommMaNd MRANUGOM ...ttt e ettt e e e e e e ettt e e e e e e e eeabba e e e e e aeeennbnnnes 106
Command NRANGOM ...t e e ettt e e e e e e et et e e e e e e e eenbaanns 106
Command PRANUOM ...t e e ettt e e e e e e e ettt e e e e e e e eeenbnanns 106
COMMANA SEED, ...t e e ettt a e e eaaaaaas 106
ComMMAN SIMUIALE ... .o e e e ettt e e e e e e e ettt a e e e e e e eeenbaanns 106
Command URANGIOM ...ttt e et ettt e e e e e e e ettt e e e e e e e eeneaanas 107

Index 108



11

MLwin Command manual version 2.0.01

11

Commands - an introduction

Command: Introduction to MLWIN commands

Note: With release 2.0 nearly all of the MLn commands were incorporated into the
graphical interface. Most standard analyses can be carried out without accessing the
command interface. For those users who wish to write macros, or to carry out more
advanced proceduresthe full range of commandsisstill available. If you wish to make use of
commands see getting started with commands .

A list of the remaining commands that may sometimes be useful can be found by looking at
commands for usein MLwWiN 2.0

MLwiN and MLn
MLWIN isthe successor to MLn, an established DOS based program. It performs multilevel
analysis of datawith any number of levels, together with associated data manipulation,
tabulation, basic statistical functions, and graphing. MLwiN provides the same basic
statistical functionality as MLn together with several new featuresincluding the ability to
carry out Markov Chain Monte Carlo (MCMC) estimation and bootstrapping. The major
innovation isthe provision of agraphical user interface (GUI) which allows model definition
and analysis without resort to MLn commands.
MLwiN has two components, afront end and a back end. The front end provides the GUI
based interface to the user. The back end, is primarily the MLn DOS command based
program with an interfacing module added, which allows it to receive requests for actionsto
be executed from the front end and to pass back the results of actions to the front end. There
isalso a commandinterface window, accessed from the data mani pul ation menu, which
allowsthe user to issue commands asin MLn. Theseincludethe original MLn commands,
even though some of these are now redundant, together with new commands which allow
mani pul ation of aspects of the GUI, especially for usersinterested in writing macros. Many of
these commandswill, if issued in the command inter face, update the relevant screens so that there
results can be viewed there - many of MLwiN 'sfeatures are controlled viasuch commands.
The front end's requests are mediated by sending commands or groups of commands to the
back end. For example, adding explanatory variables by clicking on objectsin the equations
window will result inthe EXPL command being sent to the back end. Conversely if the user
issues the EXPL command, in the command inter face window or by obeying a macro
containing the EXPL command the equations window will be properly updated.
The commands are grouped into sections according to their function, and appear in
alphabetical order within each section which correspondsto a book in the help system. If you
are new to multilevel modelling or have not used MLn you are advised to work through the
introductory tutorial in the MLWIN user'sguide.
When searching for a particular command using the index tab in the help menu you should
preface the command name by the word "command".
Compatibility between MLwiN and MLn
Worksheets saved under MLn are recognised by MLwWiN and can be retrieved. Y ou may also
save worksheets in MLn format.
Related topics are:
The MLwiN back end design
A summary of Macro commands
Command structures and definitions
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1.2

1.3

Description of command parameters

Command The design of the MLwiN back end

In this section we describe the structure of the MLn back end.
The commands usually operate on data, which isheld in a worksheet.
When MLwiN isfirst started the worksheet is empty and consists of a number of columns
with labels C1, C2, ... and anumber of boxes with labelsB1, B2, .... Thesearethe basic
storage spaces of MLWiN. A column is designed to hold one or more numbers, each
occupying one cell of the worksheet. Typically acolumnis used to hold the values of a
variable, identifiers, predicted values, residuals, and codes for complex manipulation of data.
A box holds one numeric value, for example asingle statistic or aloop counter. Initially the
columns are empty and the boxes each contain the system's UNKNOWN value. Arithmetic
using thisvalue will generate the UNKNOWN value. The elementary statistical operations of
MLwiN will ignoreit. It must not be present in any datawhich form part of a multilevel
model.
It is often useful to think of columnsin groups. They can also belinked formally into a group
with one of the available labels G1, G2, .... Itemsin the same position in each of the columns
of agroup form arow and for some purposes may beinterpreted as a record. Although such
rows or records do not themsel ves have names or labels we use these termsinformally to
describe what is happening to the data.
MLwiN provides 1500 columns, 400 boxes, and 20 group labels by default. Also by default a
model can specify up to 150 explanatory variablesand up to 5 levels. The default size of a
worksheet is 1,000,000 cells. All defaults except the number of boxes can be varied for a
particular worksheet by the INITialise command or by accessing the wor ksheet on the
options menu. Unless stated otherwise, the descriptions which follow assume that the default
valuesareinforce. If youissue acommand which refersto a storage location or alevel

whichisoutside the limitsin force for your worksheet, MLwWiN will return the error message
W ong paraneters

Certain columns with numbers above 1000 are reserved. MLwiN uses these columns to store
the latest estimates of the parameters of the current model, and their covariance matrices. The
most important ones are as follows:

C1096 random parameter estimates

C1097 covariance matrix of random parameter estimates (lower triangle)

C1098 fixed parameter estimates

C1099 covariance matrix of fixed parameter estimates (lower triangle)

Command Macros - a summary

MLwiN has a macro language and macros are used to carry out certain kinds of analysis as
described in the section(below) on macros. The standard macros supplied with MLWIN use
particular columns, boxes, and groups. In addition, any other macros will use some of these:
by convention only column numbers above 100 are used by macros. The columns, boxes and
groups used by amacro should be displayed whenever amacroisrun.

The Multilevel Models Project maintains up-to-date versions of all standard macroswhich are
also distributed with the software. Both macros and documentation may be downloaded.
from the MLwiN web Site.

In release 2.0 and later of MLWiN the macrosfor fitting multilevel generalised linear models
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are handled directly from the equations window . Further macros and instructions for their
use are provided in afurther document '"MLwWiN macros for advanced multilevel modelling'.
These macroswill fit modelsfor time seriesin discrete or continuous time with continuous or
discrete responses and event history (survival) models.

For details about macros see the topic MLWiN macro commands

Command structures and definitions

A command starts with akeyword describing its function, which may be followed by one or
more parameters specifying the detail. A few commands, usualy involving files, prompt the
user for further information on one or more subsequent lines. Apart from these exceptions,
and despite the length of some of the definitionsin this manual, the complete command
including all parameters must betyped onasingleline.
Definitions
Thecommand definitionscontain
e bold capital letters THUS which must be typed as they appear (though not necessarily in
capitals). Theseletters define the keyword, and four letters are always sufficient. Some
keywordsrequire only three |l etters.
e parameter descriptorsinitalic within angle brackets <thus> which denote constructs as
explainedbelow
e specificnumeralsinbold, for example 1, or other text items such as [, which must be
typed as they appear
e other explanatory text (including commas) whichisoptional
Parameter descriptors should be separated from one another and from other text by at |east
one space. If explanatory text isused it should not include numerals, labels or nameswhich
could beinterpreted as parameters.
Alternative forms and optional parameters
Usually, alternative forms of acommand are given separate definitions. Otherwise
| avertical bar between two parameter descriptors indicates that a simple choice must
be made between two forms of the parameter. Only one of the two should be entered.
{} braces enclose descriptors of parameters which for some purposes may be omitted
altogether.
an ellipsisfollowing one or more parameter descriptors enclosed between braces
indicates that further (sets of) parametersin the form within the braces may be entered on the
sameline.

For a description of how to use some basic commands see getting started with commands .

Command Parameter descriptors

Thefollowing table explains the parameter descriptors, etc.
The descriptors <column>, <group>, <string> and <value> are generic:
any descriptor including these words,
for example <first column>, <explanatory variable group>, etc.,
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1.6

denotes a construct with the generic form described in the table
and with a meaning specific to the context of the command.

Descriptor ~ Form and examples

<box> A box label of theform B<value> . For example B6 or BB3. A sequence of
consecutively-labelled boxes may be entered by placing ahyphen between thefirst and the
last, for example B13-B18 Note that there are no spaces around the hyphen.

<C> A columnlabel of theform C<value> for example C10 or CB3

<column> A column label, or aname which has been previously attached to a column by
the NAME command, or a construct of the form <G>[<value>] which specifiesacolumnin
agroup, for example G7[B1]

<filename> The standard way of referring to aDOSfile, for example c:\min\test.ws

<G> A group label of theform G<value> for example G17 or GB10

<group> A list of one or more column labels, column names or group labels. A
sequence of consecutively-labelled columns may be entered by placing ahyphen between the
first and the last, for example 'var3'-'var7' or C4-C20 Note that there are no spaces around the
hyphen. Thisrangefacility isnot available for group labels. If you wish to refer to groups
G3, G4, and G5 asasingle group you must list them thus: G3 G4 G5

<name> A sequence of between 1 and 8 alphabetic, numeric, or underline characters
enclosed in single quotes, for example'age 1'

<pathname> The standard way of referring to a DOS path, for example c:\mydata. Thiswill
generally be of use only to writers of macros.

<value> A numeral or abox label

<string> MLwiN now has 20 string variables named S1..S20. At the moment there are only a
few usesfor these variables. In the future new commandswill be added that will make greater use of
these string variables. They are described in the section on new macro commands.

Note that in some cases we depart from this syntax where it givesrise to undue complexity
and whereasimpler clearly understandable syntax isavailable.

Commands for use in 2.0

Certain commands in version 2.0 have not been incorporated into the menu structure. A list
of these, with brief descriptionsisasfollows. These will be of interest mainly to macro
writers.

BOQOT Selects a sample with replacement from a column

BSXE Usedin crossclassified models

CLEAr Clearsall current model specifications

CTON Converts a categorical to numeric variable

DISCard Removes (numbered) rows from the stored data matrix

ERAS Erasesspecified columns

FCON _ Linear constraints on fixed parameters

FSDE _ Standard error type (robust, model based) for fixed parameters
LINK Assigns columnsto agroup

LOGA Appends output logging to existing file

LOGO Setsup afile for output logging
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MARK Sets overwrite permission for acolumn
MIN, MAX  Places minimum or maximum from acolumn into abox
MLRE _ Assigns numbering to ahierarchical structure
MOVE Moves high-numbered columnsto fill unused column positions
MULS _ Forms random parameter design matricesfor blocks using products
NTOC Changes variable from numeric to categorical
OFFSet Creates offset from residual SSP matrix
OLSE Fitsan OL Sregression model
PICK Picks aspecified value from a.column and copies into abox
RANKSs Creates the ranks of the valuesin acolumn
RCON _ Linear constraints on random parameters
RSDE _ Standard error type (robust, model based) for random parameters
SEED Sets a seed for random number generation
SETD _ Sets up a user specified design matrix for random parameters
SETX _ Usedin crossclassified models
SIMU _ Simulates from a specified Normal model to an output column
SUBS Forms random parameter design matricesfor blocks using sums
SURV_ Generates a vector for input to Cox survival models — see advanced macros (Y ang et
al., 1999)
TAKE Takesfirst value in specified set of blocksto new column
TIDY Organlsmworksheet to optimise space
WAIT _ Halts screen printing after each screenful.
WIPE Clearsall dataand model settings from worksheet
XOMIT _ Usedin crossclassified models
XSEArch _ Usedincrossclassified models
Thereisalso a set of commands to manipulate the various matrices used by the
|GL S agorithm.

1.7 Command - getting started

Getting started with commands
Theremaining commands for use in version 2.0 which have no graphical interface equivalent
fall into two groups; standard and advanced. The use of commandswill be of interest mainly
to users who wish to write macros .
If you wish to use commands and are new to them we suggest that you read the remainder of
this topic and then click on the appropriate command in the table below to obtain details.
Commands are entered into MLWiN viaacommand interface window. Only thefirst 4
characters of acommand are used. The lower, command entry box, iswhere user commands
are entered and on pressing the 'return’ key are executed and added to thelist in the
command storage box. Y ou may reuse any command listed in thisbox simply by clicking on
it, which highlightsit and displaysit in the command entry box. Pressing the return key then
executes the command. Y ou can also scroll back through the box to retrieve earlier
commands.

If the user box is unchecked then, in addition to user specified commands, all commands
issued by the MLwiN front end will also be displayed. (See

introduction to MLwiN_structure for further information on the structure of MLWiN ) .
The output window is opened at the same time as the command input window. Thisiswhere
all the commands and associated output in response to them will appear. The window will
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contain all user generated commands and associated output since the start of the MLwiN
session. A separate check box at the bottom of the output window specifies whether MLwiN
front end generated commands and associated output will be displayed - but these will only
be displayed following the checking of the box, not from the start of the session. Thisis
useful, for example, if the user wishesto monitor error diagnosticsissued by the MLn back
end during the course of an iteration. Thus, if you suspect that a problem is occurring, say an
iteration is proceeding very slowly, then stop after the iteration, open up the command
interface output window, check this box and restart the iteration, leaving the window open.
Y ou will then see any error diagnostics being displayed.

All commands havethegenera form

KEYWord < first box, column, group, or number> < second box, column, group, or
number> ............ <fina box, column, or group>

Thus, for example, if we wish to choose the tenth element in column 1 and place it into box
20 thecommand is

PICK 10 C1 B20

For aformal description of the structure of commands and definitions of groups and boxes
see command parameter descriptors and command structure definitions . Y ou may also wish
to look at a description of how the MLwWiN 'back end' which processes commands, is
constructed.

Thefollowing two tableslist the standard and advanced commands you may wish to use,
together with brief descriptions and links to the formal descriptions of their syntax.
Standard Commands

L INK Assignsagroup label to aset of columns. E.g. LINK C1 C2 G1, so that all subsequent
referencesto G1 will refer to C1 and C2.

MARK Protects (or unprotects) datain aset of columnsfrom inadvertently being
overwritten.

TIDY Tidiestheworksheet to alow moreefficient use of space.

DISCard Eliminates aset of defined rowsfrom acollection of columns.

PICK Picksaset of defined rowsfrom acollection of columns.
MAX For eachrow of aset of columns, selects maximum to an output column
MIN For eachrow of aset of columns, selects minimum to an output column

SUMR Sums elementsin arow of aset of columns and placesresult in output column.
TAKE Takesthefirst valuein each unit, at aspecified level, into an output column which
will have length the total number of unitsat that level.

FCON Constrainsalinear function of thefixed coefficients.

RCON Constrainsalinear function of the random parameters.

FSDE Setsthetype of standard errorsto be used for fixed coefficients (e.g. model based or
sandwich)
RSDE Setsthetype of standard errorsto be used for random parameters (e.g. model based or

LGRId Evauatesthe (Normal) likelihood over agrid of parameter val ues.
OFFESet Allows apre-specified offset to be attached to the covariance matrix of theresiduals,
V.

OL SE Fitsasimple multipleregression model for aspecified response and explanatory variables.

Advanced Commands

Specifying cross-classified models: Thereisan exampleavailable.
SETX Setsup structure to run a cross-classified model

XOMIt Omitscellswith lessthan aspecified number of lowest level units.
XSEArch Searches structure for digjoint groupings.
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2.1

2.2

2.3

2.4

BXSE Usedto search efficiently for disoint groupings. Not implementedin 1.1
Specifying multiple membership models:  Click here for anintroduction and
example.
ADDM Addsindicator columns
WTCOI Assignsweights
Matrix operations Definingandmanipulating matrices generally, and also

matrices derived from a model.
Access to multilevel algorithm Provides accessto the computational
components of the IGL S algorithm

Other commands

MLREcode Recodesidentifiersat aspecifiedlevel torunconsecutively

MULS Defines an explanatory variable for the random part of the model using lagged
products of columns
SUBS Definesan explanatory variablefor the random part of the model using lagged differences of
columns
SURVival  Convertsaset of survival times, censored flags and input datainto aform
suitablefor survival analysiswith MLwWiN . This has been incorporated into an
advanced macro for survival (event history) analysis.

SETD Setsup adesign vector specified by the user for arandom parameter.

SEED Setsaseed for random number generator.

SIMU Simulatesaresponse vector using current model parameters (assuming multivariate
Normality).

BOOT Sampleswith replacement from a.column.

Commands for arithmetic and data editing

Command ABSOIlute values

ABSOlute values
ABSOlute values of <input group> to <output group> ABSOlute value of <input value> {to
<output box>}

Command ACOS
ACOQOSine: Inverse cosine of <input value> (radians) {to <output box>}

Command ALOGit , antilogit

ALOGit , antilogit of values
ALOGit , antilogit of valuesin <input group> to <output group> ALOGit, antilogit of
<input value> {to <output box>} ALOGIit (x) =1/ (1 + EXPO (-x))

Command ANGUIar transformation

ANGUIlar transformation
ANGUlar transformation of valuesin <input group> results to <output group> ANGUIlar
transformation of <input value> {to <output box>} ANGU(x) = arcsin(x*0.5) in radians.
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2.5

2.6

2.7

2.8

2.9

2.10

Command ANTllogarithm, base ten,

ANT llogarithm, base ten, of values in <input group> results to <output
group>
ANT Il logarithm, base ten, of <input value> {to <output box>} ANTI(x) = 10"x

Command APPENd

APPENd to the ends of columns
APPENd to the ends of columnsin <input group> the columns in <appended group> to form
<output group> For example, if C1=(1 2 3),C2=(4 5),C5=(6 7),C7=(8 9 10 11),
then APPE C1 C2 C5 C7 C3 C4 produces C3=(12367), C4=(4589 10
11).

Command ASINe

ASINe: Inverse sine of <input value> (radians) {to <output box>}

Command ATAN

ATANgent: Inverse tangent of <input value> (radians) {to <output box>}

Command CALCulate

CAL Culate {<box> =} <general expression >
CAL Culate <column> | <G> = <expression which may involve group labels, columns,
boxes, and numerals> For example CALC C1=0.56+SQRT(C2)-
(C3™(2)* C4+LOGE(C5))/B2 In both formats <expression> typically includesoperators,
which may belogical, relational, or arithmetic. The operators and their rules of precedence
aregivenin Appendix A. Parentheses () may be used, with their usual meaning.
<expression> may alsoincludethefunctions ABSOlute, ALOGit, ANGUlar,
ANTIlogarithm, COSine, EXPOnential, LOGE, LOGIt, LOGTen, NEDeviate, ROUNd,
SIGN, SINe, SQRT with arguments in parentheses (). In the first format <expression> may
not include columns or groups. Thisis because asingle valueiscomputed. Thisvaueis
printed on the screen and assigned to <box> if specified. In the second format <expression>
may contain group labels, columns, boxes and numerals. If agroup contains morethan 1
column itisinterpreted asamatrix, and its columns must be of equal length. An expression
involving two operands and abinary operator, whether relational or arithmetic, is evaluated
item by item. For exampleif C1=(1 2 3),C2=(1 4 5 andB2=3,CALCC3=Cl1+C2
producesC3=(2 6 8) CALCC3=(C1!'=C2)* C2 produces (0 4 5) CALCC3=(Cl<=
2)* (C2+B2) producesC3 = (4 7 0) Seethe detailed description of the CALC command
for further details, including matrix operations.

Command CATName

CATN mode N <input column> <category value, category name> <category
value, category name>......
If Mode= 0 all category information is erased for <Input Column>
If Mode = 1 category values are assigned.
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For example

CATN 1C30'boy"' 1'girl" will assign O=boy and 1=girl.

If astring isidentical to a column name then to avoid ambiguity place \ at the start of the
string: the \ instructs MLWIN to treat the string as text rather than a column name.

2.11 Command CHANge

CHANge all itemswith value <value> in <input column> to the value <value>,
results to <output column>
CHANgeall itemswith values between <value> and <value> in <input column> to the
value <value>, results to <output column> For example CHAN 2 C1 B1 C2 copiesthe
contents of C1 to C2 and then changes all occurrences of 2 in C2 to thevaluein B1.

2.12 Command CHOOse

CHOOse
CHOOse only theitemswith value(s) <value> {to <value>} in <input key column>
{carrying <input group>} and put into <output key column> {with carried valuesto
<output group>} <input group> and <output group>, if specified, must have the same
number of columns. <input key column> and <output key column> must be specified, and
they may aso belong to <input group> and <output group> respectively. For example, if C1
=(12342345),C2=(12345678),C3=(01234567),B7 =3, then CHOO 1 B7
Cl C2-C3 Cl11 C12-C13givesC11=(12323),C12=(12356),C13=(01245) If
the values are such that nothing is chosen from the input key column then the output columns
will al have zero length. See also OMIT.

2.13 Command CODE

CODE the numbersfrom oneto <value>, each number repeated <value> timesin a
block, and repesat this set of blocks <value> times, results to <output column> For example
CODE 3 4 2 C1 will producethefollowingcodesinC1:1111 2222 3333 1111
2222 3333

2.14 Command COSine

COSine of values (in radians) in <input group> to <output group>
COSineof <input value> (radians) {to <output box>}

2.15 Command COUNt

COUNIt the itemsin <column> {, result to <box>}
If <box> isabsent, display only.

2.16 Command CTON categorical to numeric

CTONC
Thisturns a categorical variable to anumerical variable and destroysthe link between the
value and category name assigned.
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2.17

2.18

2.19

2.20

2.21

2.22

2.23

Command CUMUIlative sum

CUMUIlative sum of values in <input column> results to <output column>
The mthitem in <output column> is set equal to the sum of the first mitemsof <input
column>. For exampleif C1=(1 2 3 4) then CUMU C1 C2 gives C2=(1 3 6 10)

Command DISCard row(s)

DISCard row(s) number(s) <value> {to <value>} from <input group>, remainder
to <output group>
DI SCard rows whose numbers are in <key column> from <input group>, remainder to
<output group> Note that it isthe row positions within the columns of <input group> that
are specified. Contrast with OMIT. Seealso PICK.

Command Divide

Divide
DIVI <value> by <value> result to <value>
For example DIVI C1 0.7 C2

Command EDIT

EDIT item number <value> in <column> to <value>
Note that thefirst <value> specifiesthe position of the item within <column> whose valueis
to be changed. Note also that this command operates directly on <column>.

Command EXPOnential

EXPOnential of valuesin <input group> to <output group>
EXPOnential of <input value> {to <output box>}

Command GADD across rows

GADD acrossrows
GADD C..Cresultsto C Add across rows of input columns. Thusif C1 ={1,2}, C2={3,4}
GADD C1 C2 C3forms c3={ 4,6}

Command GENErate numbers

GENErate numbers
from one to <value> and store in <output column>
GENErate numbersfrom <start value> to <end value> {in steps of <step value>} and
store in <output column> There are two forms of this command, the first with only one
<value> specified, the second with two or three. In thefirst form theinitial value and the
step value are both assumed to be +1 and <value> should be a positive integer. Inthe
second form none of the values need be positive, or integral. If <step value> isabsent +1is
assumed. It should be possible to reach the <end value> from <start value> in apositive
integral number of steps. For example GENE 5 C1 givesC1=(12345), but GENE 1.5 7
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2.24

2.25

2.26

2.27

2.28

2 C1 givesC1=(1.53.55.5)
Command GROUp

GROUp
GROUp thevaluesin <input column> using the group upper boundaries stored in <limit
column>, and place resulting group codes in <code column> The numbersin <limit
column> must be in ascending order. Group codeswill be integersfrom 1 to n+1, wherenis
the length of <limit column>. For exampleif C2=(1.1 2 3.5) GROU C1 C2 C3 givesal
valuesin Cllessthan 1.1 acode of 1, all values greater than or equal to 1.1 and lessthan 2 a
code of 2, al values greater than or equal to 2 and less than 3.5 acode of 3 and all values
greater than or equal to 3.5 acode of 4. These codes will be stored in C3 in place of the
corresponding valuesin C1.

Command integer divide

Integer divide
DIVide: integer divide. for example: 5div2=2

Command JOIN

JOIN
Join <value> | <group> { <value> | <group> ...} to form <output column> Take the values
and the columns of the groups, in the order specified, and join them together (working down
each column item by item and taking the columnsin order within the groups) to form asingle
sequence, and place the result in <output column>. For example if C1=(1 2 3) and C2=(45)
then JOIN 10 11 C1 C3 producesC3=(1011123) JOIN C1 10 11 C3 produces
C3=(1231011) JOIN 10 C1 C2 11 C2 12 C3 producesC3=(10123451145
12)

Command LISTwise delete

L1STwise delete records
LISTwise delete records which have value <value> in any of the columns of <input group>,
results to <output group> For example LIST -9 C1 C2 C1 C2 will remove rows of
valuesfrom C1 and C2 which contain -9 in either column. LISTwise delete records with
valuesin <key column> in corresponding columns of <input group>, results to <output
group> Inthisform, <key column> contains as many entries asthere are columnsin <input
group>. Each entry isthe missing-value code for the corresponding column in <input
group>. Thisformisuseful if different variables have different missing-value codes. For
exampleif C2=(99 5 3 -1)and C3=(1 6 -1 5), and the missing-value code for C2is99
and for C3is-1,set C1to (99 -1). ThenLIST C1 C2 C3 C4 C5 removesrow 1
(missing valuein C2) and row 3 (missing value in C3) producing C4=(5 -1) C5=(6
5).

Command LOGE logarithm base e

LOGE logarithm base e
L OGE logarithmbase e of <input group> {to <output group>} L OGE logarithm base e of
<input value> {to <output box>}
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2.29

2.30

2.31

2.32

2.33

2.34

Command LOGIt

LOGIt of values
LOGIt of valuesin <input group> to <output group> LOGIt of <input value> {to
<output box>} LOGI(x) = LOGE(x/(1-X))

Command LOGTen logarithm base 10

LOGTen logarithm base 10 of values in <input group> to <output group>
LOGTen logarithm base 10 of valuesin <input group> to <output group> LOGTen
logarithm base 10 of <input value> {to <output box>}

Command MAXimum

MAXimum for each row of a set of columns of <input group> maximum to
<output column>
Note: use only the first three characters MAX of the keyword.

Command MINimum

MINimum for each row of a set of columns of <input group> minimum to
<output column>

Command MODulus

MODulus
Theform of the command is:
Calc <Output column> = <Input Column>MOD <Divisor Column>
<Output column> contains the modulus remainder from the result of dividing <Input
Column> by <Divisor Column>.
For example:
Cacbl=5MOD 2
Producesbl =1

Command NTOC numeric to categorical

NTOC C
Thisturnsanumeric variableinto a categorical variable. Thusif Cliscalled school and
contains:

10
10
3
20
3

then NTOC C1 produces the following number->string mapping

10 -> SCHOOL_10
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2.35

2.36

2.37

2.38

2.39

2.40

3->SCHOOL_3
20->SCHOOL_20

Command OMIT

OMIT
OMIT itemswith value(s) <value> {to <value>} from <input key column> { carrying
<input group>}, remainder to <output key column> {with carried valuesto <output
group>} <input group> and <output group>, if they are specified, must have the same
number of columns. <input key column> and <output key column> must be specified, and
they may also belong to <input group> and <output group> respectively. For example
OMIT 1 C3 C1-C10 C13 C11-C20 will copy the recordsin C1-C10 acrossto C11-C20,
omitting any records that containalin C3. OMIT 1 C3 C1-C2 C4-C10 C13C11-C12 C14-
C20 hasthe same effect. If the values are such that every valueis chosen for omission from
the input key column then the output columnswill all have zero length

Command PICK item

PICK item number <value> from <input column> {and store value in <box>}
If <box> isomitted theitemisdisplayed only.
PICK row(s) number(s) <value> {to <value>} from <input group> and storevauesin
<output group>

Command PUT

PUT <value> items each with a value <value> into <column>
For example PUT 5 4.2 C5 givesC5=(4.2 4.2 42 4.2 4.2)

Command RAISe values to power

RAISevaluesin <input column> to the power (S) specified by <index
column> | <index value>, results to <output column>
RAI Se <input value> to the power <index value> {and store in <output box>} For
exampleif C1=(234),C2=(322),andB1 =4, RAIS C1 B1 C3 givesC3=(16 81
256) RAIS C1 C2 C3 givesC3=(8 9 16) If you wish to raise to apower the valuesin a
group containing more than one column you must issue a separate RAI Se command for each
column.

Command RANKSs

RANK s of values in <input column> output to <output column>
Thesmallest valueisgivenrank 1. Tied valuesare given average rank. For exampleif Cl=
(21132 31)RANK C1 C2 givesC2=(3 1.5 1.5 5 4)

Command ROUNd

ROUNCd values in <input group> to nearest integer, results to <output group>
ROUN(d <input value> {to <output box>}
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2.41

2.42

2.43

2.44

2.45

2.46

Command SET box

SET thevaluein <box> to <value>
For example SET B1 3 will set the contentsof B1to 3. SET B1 B15 will set B1to the
contents of B15. The command provides a quicker alternativeto CALC B1 =3 for
example. Do not use SET if you wish to set abox equal to an expression: use
CALCulate.

Command SIGN

SIGN of valuesin <input group> to <output group>
SIGN of <input value> {to <output box>} SIGN (x) =-1, 0, or 1 according asx < 0, x=
0, orx> 0.

Command SINe

SINe of values (in radians) in <input group> to <output group>
SINe of <input value> (radians) {to <output box>}

Command SORT

SORT
SORT on {<value>} key(s) in <input key group> { carrying <input data group>} results to
<output key group> {with carried datato <output data group>} <input key group> must
contain <value> columns (1 columnif <value> is absent). <output key group> must
contain the same number of columns as <input key group>. <input data group> and
<output data group>, if specified, must have the same number of columns each. Thefirst
column of <input key group> isthe major sort key. Further columns, if any, in <input key
group> provide subsidiary sort keysin order of priority. Each columnin <input key group>
and <input data group> (if present) is sorted into the same order, based on this hierarchy of
keys, and the results are placed in <output key group> and <output data group>

respectively.
Command SPLIt

SPLIt
SPLIt the valuesin <input column> according to the codes assigned to them in <code
column>, results to <output group> The lengths of <input column> and <code column>
must be equal. The codes are the valuesin <code column> rounded to the nearest integer.
<output group> must contain one column for each integer from the minimum code to the
maximum. Each column of <output group> will contain valuesfrom <input column>
corresponding to asingle codein <code column>. If there are no such values the
corresponding column will be empty. For exampleif C1=(1.12.33.11.9)and C2=(1221)
SPLI C1C2C3C4 givesC3=(1.11.9), C4=(2.33.1)

Command SQRT

SQRT sguareroot of values in <input group> to <output group>
SQRT square root of <input value> {to <output box>}
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2.47

2.48

2.49

2.50

3.1

3.2

3.3

Command SUM

SUM the valuesin <column>, {result to <box>}

Command SUMRows

SUM Rows in <group>, output to <column>
For each row in <group>, sum the elements and store the result in the corresponding
positionin <column>.

Command TANgent

Tangent: tangent of <input value> (radians) {to <output box>}

Command TRANspose

TRANSpose the data in the <value> columns of <input group> to rows of
<output group>
<value> must be the number of columnsin <input group>. If all the columns of <input
group> are of equal length n, <output group> must contain n columns. If the columns of
<input group> are not of equal length the minimum length is used, and only that number of
rows of data are transposed.

Elementary statistical commands

Command AVERage

AVERagevauesin <data column>, { using weightsin <weights column>}, { count to
<box> {mean to <box> {s.d. to <box> {s.em. to <box>}}}}
Store as many statistics, in the order given, asthere are boxes specified. 1f no box is
specified, display only.
AVERages and s.d. for the <value> columnsin <group>, { means to <column> {s.d. to
<column>}}
The number of columnsin <group> must equal <value>. If no output column s
specified, display only.

Command CHISquared

CHI Squar ed for the two-way table containing the values in <group>
Compute Chi-sguared statistic with continuity correction, and p-value, for overall test of
independence.

Command CORMatrix

CORMatrix
of <value> variatesin <group> { result to <output column>} Display correlation coefficients
for each pair of variatesin <group> asalower triangle. Store the off-diagonal coefficientsin
stacked row order 21, 31, 32, 41, ..., in <output column> if specified.
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3.4

3.5

3.6

3.7

3.8

Command CORRelate

CORRé€late
<column-1> and <column-2> { with weights in <weights column>} { count to <box> { mean-1
to <box> {mean-2 to <box> {s.d.1 to <box> {s.d.2 to <box> { correlation coefficient to
<box>}}}}}} For thevaluesin <column-1> and <column-2> display count, means, s.d.,
correlation coefficient, and p-value for atest for a population correlation of zero. Store as
many statistics, apart from the p-value, in the order given, asthere are boxes specified on the
commandline.

Command CPRObability

CPRObability , chi squared tail probability
CPRObability tail probability for value <value> from the Chi-squared distribution with
<value> degrees of freedom, { result to <box>} CPRObability, tail probabilitiesfor valuesin
<input column> from the chi-squared distribution with <value> | <column> degrees of
freedom, results to <output column>

Command DUMMy variables

DUMMy
DUMMYy variables from valuesin <category column> results to < group> <category column>
can contain any values: these values rounded to the nearest integer are considered as codes.
The number of columnsin < group> must be equal to, or 1 less than, the number of distinct
integer codes that are produced by rounding the values in <category column>. If equal, a
dummy variableis generated for each code; if 1 less, the lowest codeis taken as the base
category and dummy variables are generated for the remaining codes. For exampleif C1=(24
5) DUMM C1 C2-C4 givesC2=(100),C3=(010), C4=(001), DUMM C1C2C3 gives
C2=(010),C3=(001).

Command FPRObability

FPRObability , F tail probability
FPRODbability tail probability for value <value> from the F distribution with degrees of
freedom <value> (numerator) and <value> (denominator), { result to <box>} FPRObahility,
tail probabilitiesfor valuesin <input column> from the F distribution with degrees of freedom
<value> | <column> (numerator) and <value> | <column> (denominator), results to <output
column>

Command GPRObability,

GPRObability, gamma distribution
GPRObability tail probability for value <value> from the Gamma distribution with shape
parameter <value> and unit scale parameter {result to <box>} GPRObability, tail
probabilitiesfor valuesin <input column> from the Gamma distribution with shape
parameter(s) <value> | <column>, and unit scale parameter results to <output column>
The gammadistribution with shape parameter a is

f(X)=x"¢*/T(a)
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3.9

3.10

3.11

3.12

3.13

3.14

Command HNORmal,

HNORmMmal,
Half-Normal scores of valuesin <input column> to <output column> A method of rescoring
by assigning expected valuesin the upper half of the standard Normal distribution according to
the ranks of the original scores. <output column> will contain the Normal Equivalent
Deviates (NED) of 0.5(1+(i-0.5)/n) wherei ranksthe valuesin <input column> and nisthe
number of values. For exampleif C1=(12345678910) HNOR C1 C2givesC2=(0
....... 1.96)

Command MOMEnts

MOM Ents
M OM Entsof valuesin <input column>, {k_1 (mean) to <box> {k_2 (variance) to <box>
{k 3to<box> {k 4to<box>}}}} k 2,k 3,k 4 areunbiased estimates of 2nd, 3rd and 4th
order cumulants. k_1to k_4, together with skewness and kurtosi s estimates (and their
standard errors) are displayed. Asmany of k_1to k 4 are stored, in order, as there are boxes
specified.
Command NEDeviate,

NEDeviate, N(0,1) deviate
NEDeviate the N(0,1) distribution value corresponding to the cumul ative probability <value>,
{result to <box>} NEDeviates, the N(0,1) distribution values corresponding to the cumulative
probabilitiesin <input group > to <output group > For exampleif C1=(0.025 0.5) NED C1
C2 givesC2=(-1.96 0.0)

Command NPRObability,

NPRODbability, Normal tail probability
NPRODbability tail probability for value <value> from the standard Normal distribution, { result
to <box>} NPRObability, tail probabilitiesfor valuesin <input column> from the standard
Normal distribution, resultsto <output column>

Command NSCOres

NSCOres, Normal scores

NSCOres of the values in <input column> to <output column>

A method of rescoring by assigning expected values from the standard Normal
distribution according to the ranks of the original scores. <output column> will
contain the Normal Equivalent Deviates (NED) of (i-0.5)/n where i ranks the
values in <input column> and n is the number of values.
ForexampleifC1=(1234567891011121314151617 18 19 20)
NSCO C1 C2 gives C2 =(-1.96....... +1.96)

Command OREGress

OREGress as REGRess but through the origin.
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3.15

3.16

3.17

Command REGRess:

REGRess:
REGRess <response variate column> { with weightsin <weights column>} on <value>
explanatory variables (excluding intercept) in <explanatory variable group> { putting
predicted valuesin < predicted value column> {and coefficientsin < coefficients column>
(intercept last)} } <value> must match the number of columnsin <explanatory variable
group> and must not exceed 20. The analysis of variance table is displayed, together with alist
of the regression coefficients and their standard errors.

Command TABStore:,

TABStore, tabulate and store
TABStore tabulate and store counts in <output column> using screen-output key <value> for
atable with categories defined by the valuesin <column> TABStore, tabulate and store
counts in <output column> using screen-output key <value> for atable with categories
defined by thevauesin <column> and <column> {for valuesin <column> equal to
<value>} TABStore, tabulate and store counts in <output column> using screen-output key
<value> for atable with categories defined by the valuesin <column> and <column> {for
valuesin <column> between <value> and <value>} TABStore, tabulate, storing meansin
<output column>, the means and s.d.s of valuesin <variate column> for each cell in thetable
defined by categoriesin <column> TABStore, tabulate, storing meansin <output column>,
the means and s.d.s of valuesin <variate column> for each cell in the table defined by
categoriesin <column> and <column> {for valuesin <column> equal to <value>}
TABStore, tabulate, storing meansin <output column>, the means and s.d.s of valuesin
<variate column> for each cell in the table defined by categoriesin <column> and <column>
{for valuesin <column> between <value> and <value>} The parameters for TABStore are
asfor TABUIate, with the exception of theinitial <output column>. The meaning of the other
parameters, and the resulting screen display, are asfor TABUIate. The counts, or (in the
second main form) means, are stored in <output column>. For atwo-way table, the first row
of counts (or means) displayed is stored first, followed by the second, and so on.

Command TABUIlate

TABUIate
TABUIlate using output key <value> for atable with categories defined by the valuesin
<column> TABUIlate using output key <value> for atable with categories defined by the
valuesin <column> and <column> {for valuesin <column> equal to <value>} TABUlate
using output key <value> for atable with categories defined by the valuesin <column> and
<column> {for valuesin <column> between <value> and <value>} TABUlate the means
and s.d.sof valuesin <variate column> for each cell in the table defined by categoriesin
<column> TABUIlate the means and s.d.s of valuesin <variate column> for each cell in the
table defined by categoriesin <column> and <column> {for valuesin <column> equal to
<value>}.
TABUIate the means and s.d.s of valuesin <variate column> for each cell in the table defined
by categoriesin <column> and <column> {for valuesin <column> between <value> and
<value>} There aretwo main forms of this command, with three main variants of each. The
absence of aninitial parameter <value> impliesthe second main form. The categories arethe
valuesin the table-defining column(s) rounded to the nearest integer. Counts for each category
aredisplayed in columns. For a2-way table the rows of the display are defined by the



29

MLwin Command manual version 2.0.01

3.1

3.1

4.1

8

9

categoriesin the second defining column. Thekey <value>, if present, specifiesinformation
to be displayed in addition to the counts, asfollows: O: display no additional information

2: display percentages of column totals 1: display percentages of row totals 3: display
percentages of the grand total These may be combined by placing together. For example key
12 displays percentages of rows and columns. For a 1-way table keys 1, 2, and 3 are
equivalent. For a2-way table key 4 displays Pearson chi contributionsfor each cell. Display
can berestricted to entries with a specified value, or within a specified range, of afurther
variable, but only in the case of a 2-way table

Command TPRObability

TPRObability,
TPRO tail probability for <value> from t-distribution with <value> d.f., { result to <box>}
TPRODbability, tail probabilitiesfor valuesin <input column> from the t-distribution with
<value> | <column> degrees of freedom, resultsto <output column>

Command ZSCOres

ZSCOres,
ZSCO Standardise the valuesin <input group> to have mean 0 and s.d. 1, results to <output
group> ZSCO(x)=(x-mean(x))/s.d.(x)

Calculate command

Command CALC command examples

The CAL Culate command treats groups as matrices. The operands we consider here are
columns or single values (which may be expressed as numerals or boxes).

If all the operands are single values, that is either boxes or numerals, the evaluation of
<expression> proceeds asin straightforward arithmetic and producesasingle value as a
result. Thisresult may be assigned to abox, or it may simply be printed (see the first format
of the CALC command). The result may not be assigned to acolumn. If itisdesired to set
up acolumn with asingle value resulting from a calculation, first assign the value to abox
and then use the JOIN command, for example:

eras cl10

calc b4 = (b3 >= 1)*abso(b5) + (b3 < 1)*(-abso(b5))

join c10 b4 c10

will placein C10 the absolute value of B5 if B3 is greater than or equal to 1, and the negative
absolute value of B5 otherwise. Note that two operators should not be coded together:
hence the use of parentheses around the unary negative operator. It is not necessary to
separate function names from other operators.

If one of the operandsis acolumn then all other columnsin <expression> must be of the
same length, which also determines the length of the output column. (There are exceptionsto

thisruleif the columns are interpreted as matrices.) A simpleexampleis:
i npu cl1 c2
13

c3=cl>c2 & cl<=6
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prin cl c2 c3

N

A WNPEF
WO A~

5

c1

5
. 0000
. 0000
. 0000
. 0000
. 0000

c2
5
3. 0000
2. 0000
8. 0000
7.0000
18. 000

(O<]

5
0. 0000
1. 0000
0. 0000
0. 0000
0. 0000

Thefirst relation compares each element of C1 in turn with the corresponding element of C2
and generates a set of 5 results (1 for true, O for false). The second relation compares each
element of C1 in turn with the single value 6 and generates a second set of 5 results. These
arethen logically combined, item by item, with the corresponding result from thefirst

relation.
Now:

cal c c3=cl1>c2 |

prin cl

N =

abhwWNBE
WO~

-c3

C1
5
. 0000
. 0000
. 0000
. 0000
. 0000

c2==6*cl

c2
5
3. 0000
2. 0000
8. 0000
7.0000
18. 000

(O<]

5
0. 0000
1. 0000
0. 0000
1. 0000
1. 0000

Herethe first operation to be performed is 6* c1. This produces aworking set of 5 values,
each value 6 times the corresponding element in C1. Therelational expressions are then
evaluated, element by element, and finally combined.

Now
gene 5
calc bl

4. 0000

c4
=4

calc c4 =c4 + 2 * c4 * (c2>=bl & cl<hl)

prin cl

N =

AWM
©Co P

c2 c4

c1

5
. 0000
. 0000
. 0000
. 0000

c2
5
3. 0000
2. 0000
8. 0000
7.0000

7]

5
1. 0000
2. 0000
3. 0000
4. 0000

command EQMI for missing data

Used with_cal culate command
EQMI <N1>
N1=1 (default) for == or != operatorsif either operand is missing the result ismissing
N1=0 for == or != operatorsif either operand is missing, then the missing value code is
compared with the value in the operand; if true then result = 1, if not result =0

Command The CALCulate command

The CAL Culate command

The format of the CAL Culate command isone of: CAL Culate {<box> =} <expression>
CALCulate <group label> | <column> = <expression>
<expression> consists of one or more operands which may be operated on by one or more
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operators expressing a calculation. Each operand must have the form <value>, <column>,
or <G> .Theresult of the calculation must match the type specified on the left of the = sign
or, if no = sign is present, the calculation must evaluate to a number.

The values of the operandsin <expression> are not changed during the course of the
calculation. Assignment to the group, column or box, if any, named on the left of the = sign,
takes place only at the end of the calculation.

Operators, if present, can be arithmetic, relational, logical, or matrix. The arithmetic
operators are:

+ add

- subtract

* multiply

/ divide

A raise to the power

- (unary) the negative of

Thefunctions ABSOlute , ACOS, ASINe, ALOGit , ANGUIar , ANTllogarithm , ATAN,
COSine , EXPOnential , LOGE , LOGIt , LOGTenMODulus>generic2, MODulus ,
NEDeviate , ROUNd , SIGN , SINe, SORT , TANgent dso areavailable. These, likethe
unary negative above, operate on the operand immediately to their right and produce results
as described in the sections on arithmetic and data-editing commands and on elementary
statistical operations. The other arithmetic operators require two operands.

The relational operators are:

< islessthan

> isgreater than

<= islessthan or equal to
>= is greater than or equal to
I= isnot equal to

== isequal to

The logical operators are:

& and

| or

! not

Each of these operators requires two operands and produces aresult with the value 1 if the
relationistrue, Oif false.

Finally, there are the following matrix operators:

* matrix multiply

~ transpose of

diag diagonal of

det  determinant of

inv inverseof

sym  symmetric matrix of

hsym half-symm. matrix of

See help topics on these for detalils.
The order of precedence of the operatorsis:
levedl operators

1(low) &, |
2 <, >, >=, <= 1= ==
3 +, -
4 *
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5.2

5.3

5.4

5 *,
6 unary -, ~, !
7 (high) named functions NED, INV etc.

Parentheses () may be used in the usual way to prioritise one or more operations. The
arguments of named functions should always be placed in parentheses, as should the unary
operators (level 6 above) with their operands.

For the == and = commands mising datain either operand propagates to result. This can be
changed; see EQMI command

Commands for input and output of data

Command INCO1

INCOI C "filename" read numeric datafrom fileinto single column C, regardless of
record structureinfile

Command DELImit input or output

DEL I mit input or output fields according to <value>
Usein preparation for the commands FDOUtput or DINPut . <value> isthe ASCII code for
the required delimiter: commonly used ones are 9 (tab), 32 (space), 44 (comma). To removea
delimiter, type DELI 0 The DELImit command has no effect on the FDINput or DWRIte
commands.

Command DINPut data

DINPut datato <group> from a file
Respond <filename> to prompt. The file <filename> must contain lines of numeric data,
each pair of numbers separated by the character specified in the most recent DEL Imit
command, if any, or (if none) by one or more spaces. The numberswill be placed one by one
into successive columnsof <group>, forming arow or part of arow. Any pre-existing
contents of <group> will be over-written. If thelast column of <group> is not reached
during input of aline of numbersthe row will continue with the numbers on the next line of
<filename>. Once thelast column of <group> has been reached any further numbersto be
input must begin on anew line of <filename> and will begin the next row of <group>. A line
of <filename> must not exceed 500 charactersin length.

Command DWRIte data

DWRItedata in <group> to a file
Respond <filename> to prompt. The datain <group> are output row by row to thefile
<filename> in ASCII code. Each number isexpressed to 5 significant figures and occupies 15
characters of the output line, at least 5 of which are leading spaces. At most 5 numbers are
output to any line. If arow of <group> contains more than 5 numbers, they will be output 5
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5.7

5.8

at atime until the row isfinished. A new row of <group> aways startsanew line of
output.

Command FDINput formatted data

FDINput formatted data to <group> from a file
Respond <filename> to first prompt. Respond <format>, in parentheses, to second prompt.
Each line of thefile <filename> isinterpreted as arecord of data, or part of arecord of data,
each field of whichiscoded in afixed column or set of adjacent columnsintheline. <format>
is a sequence of numbers separated by commas indicating how each record isto beread. It
must be typed, together with its parentheses, on asingleline. Anaoblique stroke/ in place of a
commain <format> indicates that the record continues on the next line of datain <filename>.
A positive number m indicates that the next m columns of the record are to be read as one
numeric field and placed in the next column of <group>. A negative number -m indicatesthat
the next m columns of the record are to be skipped. The number of positive numbersin
<format> must match the number of worksheet columnsin <group>. Thiscommandwill
cause any existing contents of <group> to be over-written. For exampleto read two variables
held in columns 2-4 and 15-16 of each line of thefile read.dat held in the current directory
type: FDIN C1 C2 READ.DAT (-1,3,-10,2) If arecord of data contains many fields, and you
wish to read them all into the worksheet, it may be necessary to issue more than one FDINput
command, using the associated <format> to skip over data previously read. A line of
<filename> must not exceed 500 charactersin length.

Command FDOUtput data

FDOUtput data in <group> to a file in specified format
Respond <filename> to first prompt. Respond <format>, in parentheses, to second prompt.
Datain <group> are output in rows, each row occupying one or more lines of thefile
<filename>. <format> isasequence of numbers separated by commas indicating how the
data are to be spaced on each line of output. <format>, together with its parentheses, must be
typed on asingleline. A positive number min <format> indicates that the next dataitem isto
occupy the next m columns of theline. A negative number -m indicates that the next m
columns of theline are to be skipped. If adelimiter has been specified by the DEL Imit
command, thiswill be placed between each pair of output numbers on aline and occupy an
extracolumn. An oblique stroke/ in place of acomma terminates the current output line: data
from further itemsin the current row of <group> will be output to the next line of
<filename>. The number of positive numbersin <format> must match the number of
columnsin <group>. For exampleto write two variables held in C1 and C2 so that their
values occupy columns 2-4 and 5-6 of each line of the file c:\testdata\write.dat type: FDOU C1
C2 CATESTDATA\WRITE.DAT (-1,3,2)

Command FINIsh

FINIsh
Terminates the input of numbersviathe ASSIgn command.

Command INPUt numbers into <group>

INPUt numbersinto <group>
Thiscommand isno longer available. Datainput isviathe FILE menu. In macros use the
ASSIgn command instead.
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Command PRINt on screen

PRINt on screen the contents of <box>|<group> {<box>|<group> ...}
A sequence of boxes can beindicated by, for example, B1-B10. The contents of all boxes
specified are displayed on screen, followed by the contents, row by row, of each group.
Numbers are displayed with 5 significant figures, at most 5to aline. If the groups together
contain more than 5 columns these will displayed 5 at atime. If waiting ison (see WAIT
command), display will pause when the screenisfull. PressRETURN to view the next screen,
or Q to terminate the display.

Command VIEW text file

VIEW text file
Respond <filename> to prompt. Display the contents of <filename>, which will be
interpreted by MLwWiN as ASCII data.

Character plotting commands

Command BOXPlots

BOXPIlots of valuesin <group>
Display standard boxplotsfor the variatesin <group>, showing median, quartilesand
maximum and minimum val ues, with acommon scal e determined by the overall maximum and
minimumvaluesin <group>.

Command HISTogram

HISTogram of valuesin <input column> {with interval width <value>}
{frequencies to <output column>}
If interval widthisnot specified it ischosen automatically. The number of frequenciesplaced in
<output column>, if specified, will equal the number of intervals. Thelower limit of each
interval isdisplayed. Intervals run from thislimit up to but not including the next limit (if any).
For example, if C1=(111223)thenHIST C1 1 C2 givesC2=(321)

Command LPLOt

L PL Ot valuesin <Y-column> against values in <X-column> using codes in
<code column> to assign a letter to each point
<Y-column>, <X-column> and <code column> must all be the same length. For example, if
there are 5 points to be plotted, with X-coordinatesin C1 and Y-coordinatesin C2, and C3=(1
1122),thenLPLOt C2 C1 C3 will plot the first three points using the letter A and the last
two using the letter B.

Command MPLOt

MPL Ot sets of values in <Y-group> against values in <X-column>
Display multiple plots, onefor each variatein <Y-group>, against the same X, on asingle
chart. Different alphabetic characters are used for each plot and the number of variatesin <Y-
group> must not exceed 26.
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Command PLOT

PLOT
PLOT valuesin <Y-column> {with Y-axisrange <value> to <value>} against valuesin <X-
column> {with X-axisrange <value> to <value>} Display abasic scatterplot.

Command STEM and leaf

STEM and leaf
STEM and leaf plot of valuesin <input column> {with interval width <value>} {frequencies
to <frequency column> {and mid-pointsto <mid-point column>}} If interval width isnot
specified it ischosen automatically. Thelower limit of each interval isdisplayed. Intervalsrun
from thislimit up to but not including the next limit (if any). The leaf unit isthe power of 10
next lower than the interval width. For each interval the lower limit is displayed, together with
the number of itemsin <input column> that fall within theinterval. These form the stem. For
eachiteminagiveninterval adigitisdisplayed asaleaf on theright of the stem at that level.
Theleaf isthe offset of theitem (inleaf units) from the lower limit of theinterval. For example,
if C1=(111223)then STEM C1 1 C2 C3 givesC2=(321),C3=(1.52535) and
displays astem with lower limits 1, 2, and 3, and frequencies 3, 2, and 1. Theleavesareall
zeroes. If C2=(-2.7 -2.7 -1.7 -0.7 -0.7 -0.7 0.3 1.3 1.3 1.3 2.3) STEM C2
automatically chooses an interval width of 1, and therefore aleaf unit of 0.1. Lower limitsare
-3,-2,-1,0, 1, 2, with frequencies 2, 1, 3, 1, 3, 1, respectively. Theleavesareall 3s.

Commands for model estimation and control

Command BATCh {<value>}

BATCh {<vaue>}
If <value> =0, turn batch mode off. If <value> = 1, turn batch mode on. If <value> is
absent, reverse the current mode.

Command CLEAr all model specifications

CLEAr all model specifications
The model specificationsand the residual settings are cleared.

Command CLRDesign

CLRDesign
CLRDesign remove from the random part at level <value> the design vector corresponding to
<column> This command undoes the effect of a previous SETDesign command. See
SETDesign. After using SETDesign or CLRDesign it isrecommended that you continue
estimation by typing STARt, not NEXT.

Command CLRElements

CLRElements
CL RElements remove from the random part at level <value> the covariance matrix element(s)
defined by the pair(s) of columns <first column> <second column> {<first column> <second
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column> ...} Thiscommand is useful whenit isrequired to estimate some, but not all, of the
variances and covariances for a set of coefficients at a particular level. Note that each
covariance element to be removed from the model, including that for a variance, requires two
columnsto be specified in order to defineit. For example, CLRE 1 C1 C2 removesfrom
the model the covariance at level 1 between the coefficients of the variablesin these columns.
The variances of both coefficients, if they are currently in the model, will remain.

Command CLRVariances

CLRVariances
CLRVariancesand covariancesat level <value> {for explanatory variablesin <group>}
Removethevariablesin <group> from the random part of the model at level <value>. If
<group> isnot specified, removeal variablesfrom the random part at level <value>. For
example, if the level-2 random part of the current model contains C1, C2, and C3, and the full
3-by-3 covariance matrix for the coefficientsis currently estimated, then CLRV 2 C2
removes from the estimation the variance of the coefficient of C2 at level 2 and its covariances
at level 2 with the coefficients of C1 and C3. Thusthe random part at level 2 now contains
only Cl and C3.

Command Exclude

EXCLude mode N <input column>
If Mode =1 level 1 unitsare excluded from the analysis where corresponding elementsin
<input column> are non-zero.
If Mode = 0 turn exclusion off.
If you specify through the graphs window that particular units at any level are to be excluded
from the model then the corresponding elementsin <input column> are set to have non-zero
values with other elements unchanged. If you specify some unitsto be excluded and no
exclusion column hasbeen specified MLWIN chooses the last free column on the worksheet.
The exclusion column can be set on the screen that appears when pressing the options button
inthe hierarchy viewer.
Thiscommand isuseful if exclusionisto be based upon complex criteria, using the Calculate
facility.

Command EXPLanatory

EXPL anatory
EXPLanatory variablesarein <explanatory variable group> All explanatory variablesin
either the fixed or the random part of amodel must first be declared as explanatory variables
by the EXPL command. Inthe above form EXPL isatoggle command. Initially, when the
model isempty, al variablesin <explanatory variable group> will be declared as explanatory
variablesin the fixed part of the model (see aso FPAR). If EXPL isused again in the above
form, only those variablesin <explanatory variable group> which are not currently declared
will be declared: those that are already declared will be undeclared and removed from both the
fixed and the random parts. EXPL mode <value> <explanatory variable group> If <value>
=1, ensureall variablesin <explanatory variable group> are declared. If <value> =0,
ensureall variablesin <explanatory variable group> are undeclared and removed from the
fixed and the random parts. EXPL (with no parameters) Undeclare al explanatory variables
and remove them from the fixed and random parts. Y ou will be asked to confirm that you



37

MLwin Command manual version 2.0.01

7.8

7.9

7.10

7.11

wish to do this.
Command FCONSstraints

FCONstraints
FCONSstraints put constraints on the fixed parameters as specified in <constraints column>
Suppose there are p fixed parameters and that r linear constraints on them arerequired. These
arefirst expressed in the form Ax=b where x isthe p-by-1 vector of the parameters, Aisanr-
by-p matrix of multipliers of the parameters, and b isthe r-by-1 constrained result of the
multiplication. Thusthefirst row of A and thefirst element of b definethefirst linear
relationship; and so on. <constraints column> contains the elements of [A,b] stored row by
row. Thusthe first p+1 elements of <constraints column> arethefirst set of multipliers
followed by the constrained value of thefirst linear combination; and so on. <constraints
column> contains r* (p+1) values. For example, if there are four fixed parameters and we wish
to constrain the first three of them to be equal we may proceed asfollows. r =2, p=4; let the
first row of A be (1-1 0 0), and the second row be (0 1 -1 0); b=(0 0)'. Thus we set
<constraintscolumn>to (1-1000 01-100). Note that the 4th parameter, although
unconstrained, still occupies spacesin the <constraints column>. FCON (with no
parameters) Remove any active set of constraints from the fixed part of the model. An
aternativeform useful in macrosis: FCON <box> Output the number of the current
constraints column to <box>. If no constraints are specified, attach the last unused column on
the worksheet to the model as a constraints column and return the column number <box>.

Command FIXEd

FIXEd
Display the current estimates of the fixed parameters

Command FPARt, amend the fixed part

FPARt, amend the fixed part of the model as specified by <group>
Inthisform FPAR isatoggle command. Any variablesin <group> which are currently in the
fixed part will beremoved. Any which are not (i.e., have been previously removed) will be
added, provided they are currently declared as explanatory variables (see EXPLanatory
command).
FPAR mode <value> <group> If <value> =1, ensure all variablesin <group> which are
currently declared as explanatory variables are included in the fixed part of the model. If
<value> =0, ensure all variablesin <group> are removed from the fixed part (such variables
remain declared as explanatory variables and may or may not be in the random part). FPAR
(with no parameters) Remove all variables from the fixed part of the model.

Command FSDErrors type <value>

FSDErrors type <value>
Set the type of standard error computation for fixed parameters. If <value> = 0, use standard,
uncorrected, IGLS or RIGLS computation. If <value> = 2, compute robust or 'sandwich'
standard errors based on raw residuals.
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Command FTESt

FTESt
FTESt for aset of linear functions or contrasts of the fixed parameters as specified by
<contrasts column> {the number of such contrasts being <value>} Display on the screen the
values of aset of r linear functions of the fixed parameters, the estimated standard errors of
these values, 95% confidence limitsfor each value separately and simultaneously, and ajoint
(Wald) test for a set of r hypotheses, one for each value. Suppose there are p fixed
parameters. Then the r hypotheses are first expressed in the form Ax=b where x isthe p-by-1
vector of the parameters, A isan r-by-p matrix of multipliers of the parameters such that Ax is
the required set of r linear functions of the parameters, and b isthe r-by-1 vector of
hypothesised values of these functions. Thusthefirst row of A and thefirst element of b
definethefirst hypothesis; and so on. <contrasts column> contains the elements of [A,b]
stored row by row. Thus the first p+1 elements of <contrasts column> are the first set of
multipliersfollowed by the hypothesised value of thefirst linear function; and so on.
<contrasts column> contains r* (p+1) values. For example, if we havefivefixed parameters
and we wish to form afunction which is the difference between the first two of them and
another function which is the difference between the third and the fourth, and to test whether
these differences are significantly different from zero, we may proceed asfollows.
<value>=r=2, p=4; let thefirst row of A be (1-10 0 0) and the second row be (00 1 -1 0);
b=(00)". Thuswe set <contrastscolumn>to (1-10000 001-100). Note that the 5th
parameter, although not part of the contrasts, still occupies spaces in <contrasts column>.

Command IDENtifiers

| DENtifiers
IDENTtifiersfor unitsat level <value> arein <ID column> {and for units at level <value> are
in<ID column> ...} Declare column(s) containing unit identifiers at the specified level(s). The
valuesinall ID columns must be sorted. Notethat if you attempt to declare unit identifiersfor
alevel above the maximum in force for the current worksheet the error message W ong
par anet ers will appear.
IDEN <value> (with no <ID column>) Removetheidentification for level <value>.

Command LGRId

LGRId
LGRId produce alikelihood grid for random parameter(s) numbered <value-1> {<value-2>
...} taking values generated by looping through <input-column-1> {<input-column-2> ...},
deviances output to <deviance column> {,parameter combinationsto <output-column-1>
{<output-column-2> ...} } The number of input columns must match the number of random
parameters specified. A value of the deviance (-2*loglikelihood) is generated for each
combination of valuesthat can be produced from the input columns. For example, if C10=
(43, 435, 44), C11=(-1.19,-1.21), C12=(0.034,0.035) LGRId 1 2 3 C10-C12 C13
C14-C16 will generate 3*2*2=12 deviancesin C13, corresponding to 3 different values of
parameter 1 combined with 2 different values each of parameters 2 and 3. These 12 parameter
combinations will be output as separate rows of the group C14-C16thus: C14 C15 C16

43 -1.19 0.034 43 -1.19 0.035 43 -1.21 0.034 43 -

121 0035 435 -1.19 0.034 etc
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7.17

7.18

7.19

7.20

7.21

Command LIKElihood {to <box>}

L IKElihood {to <box>}
Display thevalue -2* LOGE (likelihood for current model) and optionally storein <box>.
Differencing these values allowsthe cal culation of the deviance.

Command MAXIterations

M A Xlterations <value> in batch mode.
Specify the total number of iterations, from the start, before estimation halts when in batch
mode. Default is 20.

command Merge to level 1

LEV1- merge to level 1
Thelevl operator isuseful asaquick way to merge things (eg columns of higher level
residualstolevel 1). Graphical filtering and exclusion from model operate with columns of
length number of level 1 units. Thusif wewanted to highlight all datafrom level 2 unitswith
ahigh intercept and low slope
Calc c96= (levi('intresid') > 1 & levi('sloperesid’) <-1) +1
The text :
(levl(intresid') > 1 & levi('sloperesid) <-1)
isalogical condition returning 0 or 1. Assuming c95 is the current graph highlight column.
Remembering code O=omit from graph, code 1 = draw in normal style and codes 2-17 are
highlight styles 1-16, we need to add 1 to the logical function to get the desired behaviour

Command METHod

METHod {<value>}
If <value>=0 set estimation method to RIGLS. If <value>=1 set estimation method to IGLS
(the default setting). If <value> is absent, alternate between IGLS and RIGLS.

Command NEXT

NEXT
Continue the estimation of the current model from the current estimates.

Command OFFSet

OFFSet at level <value> from <offset column>
If <offset column> contains the vector v then w' is subtracted from the residual crossproduct
matrix for each block at level <value> in the formation of the random parameters.
OFFSet (with no parameters) Display all active offsets on the screen. OFFSet <value>
Remove any offsetsat level <value> which are currently linked to the model.

Command OLSEstimates

OL SEstimates
OL SEstimatesfor all explanatory variablesin model, output the results to the screen.
OL SEstimatesfor each level-<value> unit, for all explanatory variables, resultsto the screen.
OL SEstimatesfor each level-<value> unit, fitting explanatory variablesin <explanatory
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7.23

7.24

7.25

variable group>, output the results to the screen. The following variations of the OLSE
command have no screen output: OL SEstimatesfor each level-<value> unit fitting all
explanatory variables, predicted valuesto < predicted value column> { coefficient estimates, 1
row for each unit, output to <coefficient group>} OL SEestimatesfor each level-<value> unit
fitting explanatory variables in <explanatory variable group>, predicted values to <predicted
value column> { coefficient estimates, 1 row for each unit, output to <coefficient group>}

Command PREDicted values

PREDicted values
PRED:i cted values from fixed part of current model to <output column> PREDicted values
using fixed-part explanatory variable(s) <first variable column> {with residualsfrom <first
residual group>} {<second variable column> {with residualsfrom <second residual
group>} ...}, results to <output column> Inthefirst form, al explanatory variablesin the
fixed part are used, with their estimated fixed coefficients excluding residuals. In the second
form only those variables specified by <first variable column>, <second variable column>,
etc., are used. <first residual group>, if specified, must contain theresidualsfor the
coefficientof <first variable column> at each level that the user wishesto includein the
predictions. Theseresiduaswill be added to the fixed coefficient estimate for thefirst variable
before computing its contribution to the predicted values. And so on for <second variable
column>, etc. For example if we wish to predict from explanatory variables C1, C2, C3 and
therandom coefficient of C1 haslevel-1 and level-2 residuals already stored in C11 and C12
then PRED C1 C11 C12 C2 C3 C4 putsinto C4: the valuesin C1 times the sum of the
fixed coefficient estimate for C1 and thelevel-1 and level-2 residualsfor the relevant units, plus
the valuesin C2 timesthe fixed coefficient estimate for C2, plusthe valuesin C3 timesthe
fixed coefficient estimatefor C3.

Command QLIKelihood
QLI Kelihood <B>

The standard command LIKE computesthe likelihood for aNormal model, but will not
calculate the likelihood when quasilikelihood estimation (MQL/PQL) is used. To compute the
likelihood, using the Taylor series approximation and assuming Normality usethe QLIK
command.

QLIK B putsthe estimate into box B

Command RANDom

RANDom
Display the current estimates of the random parameters.

Command RCONSstraints

RCONstraints
RCONSstraints put constraints on the random parameters as specified in <constraints column>
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Suppose there are p random parameters and that r linear constraints on them are required.
These arefirst expressed in the form Ax=b where x isthe p-by-1 vector of the parameters, A is
an r-by-p matrix of multipliers of the parameters, and b isthe r-by-1 constrained result of the
multiplication. Thusthefirst row of A and thefirst element of b definethefirst linear
relationship; and so on. <constraints column> contains the elements of [A,b] stored row by
row. Thusthe first p+1 elements of <constraints column> arethefirst set of multipliers
followed by the constrained value of thefirst linear combination; and so on. <constraints
column> contains r* (p+1) values. For example, if there are four random parameters and we
wish to constrain the first three of them to be equal we may proceed asfollows. r =2, p=4; let
thefirst row of A be (1 -1 0 0), and the second row of A be (1 0-10); b=(00)". Thuswe set
<constraintscolumn>to (1-1000 10-100). Note that the 4th parameter, although
unconstrained, still occupies spacesin the <constraints column>. Note also that the order of
parametersisthe order in which they are displayed by the RAND command. RCON (with no
parameters) Remove any active set of constraints from the random part of the model.
Alternative formsuseful in macrosare: RCON <box> Output the number of the current
constraints column to <box>. If no constraints are specified, attach the last unused column on
the worksheet to the model as a constraints column and return the column number <box>.
RCON, add or remove according to <value> the constraint setting the random parameter at
level <value> described by <first column> <second column> equal to <value> and output
new contsraints matrix to <new constraints column> <first column>, <second column>, and
thelevel <value> define arandom parameter as in the SETE command. The constraint that
this parameter should take a constant value can be either added or removed by this command.
If first <value> = 0, remove constraint. If first <value> = 1, add constraint. Note: other
constraints already attached to the model are included in <new constraints column>.

Command reflate residuals

Reflate residuals in <group> output to <group>

The <input group> contains the set of estimated at level N (determined by MLWiN from the
length of the residuals columns) and reflates them by premultiplying by a matrix so that the
reflated residual s have covariance matrix equal to the current model based estimate for that
level.
We seek atransformation of the estimated residuals U of the form

U*=UA
Write the Cholesky decomposition of S, the empirical covariance matrix of the estimated
residuals, interms of alower triangular matrix as

S=LcLL

and the Cholesky decomposition of R as

R=L.Lp

Therequired matrix is

A=(LgLs)"

See also non-parametric boostrapping

Command RESEt parameters

RESEt parameters at level <value> according to <value>
During estimation a variance parameter may be estimated at a particular iteration to be
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negative. Thiscommand specifiesthe action to betaken if thisoccurs. Such action may differ
from level tolevel. Thefirst <value> parameter specifiesthelevel at which action (if any) is
to be taken. The second <value> parameter specifiesthis action. If the second <value>
parameter is 0, a negative variance estimate is reset to zero and so are any associated
covariances. If the second <value> parameter is 1, a negative variance estimate is reset to zero
but not the associated covariances. |If the second <value> parameter is 2, no resetting takes
place. DefaultisO.

Command RESPonse variable

RESPonse variable is in < column>
Declare the reponse variable of the next model to be estimated.

Command RSDErrors type

RSDErrors type <value>
Set the type of standard error computation for random parameters. If <value> =0, use
standard, uncorrected, IGLS or RIGLS 'plug in' estimates. If <value> = 2, compute robust or
'sandwich' standard errors based on raw residuals.

Command RTESt

RTESt
RTESt for aset of linear functions or contrasts of the random parameters as specified by
<contrasts column> { the number of such contrasts being <value>} Display on the screen the
values of aset of r linear functions of the random parameters, the estimated standard errors of
these values, 95% confidence limitsfor each value separately and simultaneously, and ajoint
(Wald) test for aset of r hypotheses, one for each value. Suppose there are p random
parameters. Then the r hypotheses are first expressed in the form Ax=b where x isthe p-by-1
vector of the parameters, A isan r-by-p matrix of multipliers of the parameters such that Ax is
the required set of r linear functions of the parameters, and b isthe r-by-1 vector of
hypothesised values of these functions. Thusthefirst row of A and thefirst element of b
definethefirst hypothesis; and so on. <contrasts column> contains the elements of [A,b]
stored row by row. Thus the first p+1 elements of <contrasts column> are the first set of
multipliersfollowed by the hypothesised value of thefirst linear function; and so on.
<contrasts column> contains r* (p+1) values. For example, if we have five random parameters
and we wish to form afunction which is the difference between the first two of them and
another function which is the difference between the third and the fourth, and to test whether
these differences are significantly different from zero, we may proceed asfollows.
<value>=r=2, p=4; let thefirst row of A be (1-10 0 0) and the second row be (00 1 -1 0);
b=(00)". Thuswe set <contrastscolumn>1to (1-10000 001-100). Note that the 5th
parameter, although not part of the contrasts, still occupies spaces in <contrasts column>.
The order of the random parametersisthe order in which they are displayed by the RAND
command.

Command SETDesign

SET Design
SETDesign enter into the random part at level <value> a design vector corresponding to the
datain <column> This command allows the user to set up a specific structure of covariances,
for example an autocovariance structure. <column> must contain a stack of half-symmetric
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7.35

matrices, one matrix for each unit at level <value>. MLwiN will usethe datain <column> to
form a vectorised block-diagonal matrix for use as adesign vector to estimate arandom
parameter at level <value>. The SETDesign command may be combined with other
SETDesign commands, and with SETV ariances and SETElements, to specify the full
covariance structure at level <value>. See MUL Symmetric and SUBSymmetric, which may be
used to set up suitable data columns for some frequently-required structures. See also
CLRDesign. After using SETDesign or CLRDesign it isrecommended that you continue
estimation by typing STARt, not NEXT.

Command SETElements

SETElements
SETElementsinsert into the random part at level <value> the covariance matrix element(s)
defined by the pair(s) of columns <first column> <second column> {<first column> <second
column> ...} Thiscommand is useful whenit isrequired to estimate some, but not all, of the
variances and covariancesfor a set of coefficients at a particular level. Note that each
covariance element to be added to the model, including avariance, requires two columnsto be
specified in order to defineit. For example, SETE 1 C1 C2 specifiesthat the covariance at
level 1 between the coefficients of the variablesin these columnsisto be estimated, but not
their variances (unless these are already in the model). SETE 1 C4 C4 addsthelevel-1
variance of the coefficient of C4 to the model without adding its covariances with any other
coefficientsin thelevel-1 random part.

Command SETTings

SETTings {page <value>}
Display the setting screen for the current model. Each page displaysfive explanatory variables
(if present). To seeexplanatory variables beyond the fifth, specify <value> greater than
1.

Command SETVariances

SET Variances
SETVariancesand covariancesat level <value> {for explanatory variablesin <group>} This
isthe basic command for including variables in the random part of the model. Note that these
must be already declared as explanatory variables. If <group> isnot specified all declared
explanatory variables are used. The command specifies that the variances and covariances at
level <value> areto be estimated for coefficients of all the variablesin <group>, together
with their covariances with the coefficients of any other variables already in the random part at
thislevel. Thevariances and covariances of the coefficients of these other variableswill
continue to be estimated. For example, if the level-2 random part contains just C1 asan
explanatory variable (estimating just avariance for the coefficient of thisvariable at level 2)
then SETV 2 C2 C3 will create amodel in which the 3-by-3 covariance matrix of
coefficientsof C1, C2, C3isestimated.

Command STARt

STARt
Start the estimation of the model currently specified. Note that if thisisin a macro you should
specify 'Batch 1' if you wish to iterate till convergence.
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Command store standard errors

SEPI ck standard errors
SEPIck into <C> Stacks fixed and random parts standard errorsinto C. Can be useful in
simulations, e.g. JOIN ‘res' C98 C96 'res SEPIck C100 JOIN 'se(res)' C100 'se(res)'

Command SUMMary

SUMM ary
SUMMary for level <value> Display atable showing, for each unit at level <value>, the
numbers of units at lower levelsthat it contains, and the identifiers of unitsat higher levels (if
any) that containit. Unitidentifier columns must have been specified previously, using the
IDEN command. <value>, if specified, must be an integer at least 2 and not greater than the
highest level inthemodel. If <value> isnot specified, the highest level isassumed.

Command TOLErance <value>

TOL Erance <value>
Specify the convergencecriterion: if <value> = m estimation will be deemed to have
converged when the relative change in the estimate for any parameter from one iteration to the
next islessthan 10°™ . Default value for mis 2.

Command VFUN

VFUN at level N result to C [s.e. of variance function to C]
Calculates the variance function for the current model with optional standard error for the
function

Command weighting mode
RWEI ghting mode

RWEIght mode N Mode = 0 weighting off for residuals, mode = 1 weighting on for residuals
(see WEIGhts command)

command weights

weights level N mode <M> in <C>
Mode = 1. the raw weights are in <C> Mode=2: puts standardised weights into <C>; if <C> omitted
equal weights (default) are used. MLWIN takesthe raw weights, e.g. inverse selection probabilities
and standardises them so that within each higher level unit the mean weight is 1. See weighting
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for further details. The following two versions of the WEIGhts command should be used to
completethe specification. WEI Ghts mode <M> Mode=0: Weighting off (equal weights)
Mode=1 the specified raw weights are used at al levels Mode=2: the standardised weights are
used at all levels WEI Ghts Creates standardised weights (omit if raw weights to be used)

Commands for estimation of residuals

Command Estimation of residuals

Most of the commandsin this section specify the kind of output that isrequired, in
advance of the actual estimation. The RSETtings command displaysthe current
specificatons, and the RESIduals command estimates and stores the residual's, and
optionally their variances and covariances, according to the specificationsgiven. The
followingisalogical order in which to proceed:

Decidethe level at which residuals are to be estimated (the 'current level’). See RLEVd .
Decide whether you wish to output all residuals or alinear function of them, for example a
prediction of the random part at the current level. See REUNCction .

Decide whether you wish to output variances and covariances. See RCOV ariances .
Decide the type of variances and covariances, if any, to be output. See RTY Pe.

Decide the groups which are to contain the residuals and their variances etc. See
ROUTput .

Check these settings. See RSETtings.

Request the estimation and output. See RESIduals .

Residualswith missing values

To calculate interval estimates from achain of residuals, for example froman MCMC run,
see the STKRank command.

Command RCOVariances

Covariance matrices of residuals output according to <value>
If <value> = 0 (the default setting), output residuals only, without variances or covariances.
The associated ROUT put command must specify <residual group> only, and not <residual
variance group>. If <value> =1, output residuals and their variances. The associated
ROUTput command must specify both <residual group> and <residual variance group>,
each group containing as many columns asthere are residuals at the level specified by the
RLEVel command, unlessalinear function of residualsis requested by the REUNCction
command. If <value> = 2, output the full covariance matrix of residuals for each unit. The
covariance matrix for each unit is output as alower-triangular matrix in stacked row order
r1l, r21, r22 etc., the matrices being then stacked into one column in unit order. The
associated ROUT put command must specify both <residual group> and <residual variance
group>. <residual variance group> must contain exactly 1 column, whose contents can be
displayed by the MVIEw command. Variances and covariances of residuals can have one of
threetypes. See RTY Pe.

Command RESIduals

Calculate and output residuals according to current RSETttings. See RLEVd,
RCOV ariances, RTY Pe, ROUTput, REUNCction. For example, if we have an intercept and a
slope random at level 2, asuitable command sequenceto calculateresiduasat level 2,
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together with their comparative variances, is;: RLEV 2 RCOV 1RTYP 1 ROUT C50 C51
C52 C53 RESI Residualsfor the first random parameter at level 2 will be stored in C50 and,
for the second, in C51; comparative variances will be stored in C52, C53. MLWiN
automatically calculatesresidualsfor all variablesrandom at the specified level. The

ROUT put command must specify groups with enough columnsto contain these residuals,
and their variances and covariancesif requested. If alinear function of residualsis requested
using RFUNCction, only the values of thisfunction (and optionally their variances and
covariances) are output.

Command RFUNCction

RFUNCction; form alinear function of the residuals at the current level using <Z group> This
command ensures that when the RESIduals command is executed, it isalinear function of
residualswhich isoutput, not the individual residualsthemselves. If variancesand
covariances are requested by RCOVariances and RTY Pe, these will be estimated for the
values of the function and output to asingle column. See ROUTput. The current level is
specified by the RLEV el command. Supposethere are r variableswith coefficientsrandom at
thislevel. Then <Z group> must contain r columns, each of length n where n is the total
number of level-1 units, one column for each random coefficient. The values of the function
are computed asfollows. An r-by-1 vector u isformed of the residuals for the first unit at the
current level. Suppose that this unit contains mlevel-1 units. Then u ispremultiplied by the
block of m rows of <Z group> which correspond to these level-1 units, to produce an m-by-
1 vector of function values, one for each level-1 unit in the first unit at the current level. A
similar calculation ismade for the level-1 unitsin the second unit at the current level, and so
on. These are the values which will be output by the RESIduals command, along with their
estimated variances and covariancesif requested.

Command RLEVel

RLEVel <value>
Specify thelevel at which residuals are to be calcul ated.

Command ROUTput :

ROUTput al residuals, or alinear function of the residuals, at the current level to
<residual group> {and any required variances and covariancesto <residual variance
group>} Thiscommand specifies the groups which will be used to contain the residuals, and
their variances and covariancesif specified by the RCOV ariances command, when the
associated RESIduals command is executed. The current level isspecified by RLEVel.
Variances and covariances are specified by RCOVariancesand RTY Pe. If alinear function
has not been specified by RFUNction, <residual group> must contain acolumn for each
random parameter at the current level. See RCOVariances and RTY Pe for the number of
columns, if any, requiredin <residual variance column>. If alinear function has been
specified by RFUNction, thislinear function of theresiduals (at thelevel specified by
RLEV€) iscomputed. Inthiscase <residual group> must consist of asingle column, which
will be used to contain the values of the function. If variances and covariances are requested
by RCOVariancesand RTY Pe, these will be the variances and covariances of the function
values. Inthiscase <residual variance group> must consist of asingle column, which will
be used to contain these variances and covariances.
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Command RSETtings

RSETtings
Display residual estimation settings.

Command RTYPe,:

RTY Pe choose type of residual variances and covariances according to <value> If
<value> =0, compute diagnostic variances. If <value> = 1, compute comparative variances
(the default setting). If <value> = 2, compute adjusted comparative variances. Diagnostic
variances are used for standardising residualsin order to check thefit of the model.
Comparative variances are used for standardising when the purpose isto compare units.
Adjusted comparative variances make allowance for the fact that the random parameters, from
which the residual s are computed, are themsel ves estimates.

Missing residuals

MISResiduals. <value >

All residual estimatesthat arewithin © of zero are set to missing. The termd isdefined as

-6
#x10" \yhere M isthe mean of the absolute values of the raw residuals. In the predictions
window, where aresidual with amissing valueisused in aprediction then it istreated as zero
and its standard error is also set to zero.

<value>= 1 default (residuals set to missing if within © of zero)
<value>=0 Turn off residua missing command

Commands for model manipulation

Command ADDTerm

Create amain effect or interaction term from a series of one or more variables. Each variable
can be categorical or continuous. Categorical variables can have areference category specified,
if no reference category is specified, then the lowest category number is taken asthe reference
category. If =1 isgiven asthe reference category then no reference category is assumed and a
full set of dummies are produced. Variables of appropriate names and data patterns are
created and added as explanatory variables

Command MERGe

MERGe
MERGe using the distinct codesin <ID-column-1> and carrying datafrom <input data
group> find corresponding codesin <ID-column-2> and generate corresponding datain
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<output data group> The principal use of thiscommand isto expand higher-level datainto
duplicate records, one record for each lower-level (typically level-1) unit. <ID-column-1>
must be sorted and contain no duplicates. <input data group> must contain one row of data
for each code in <ID-column-1>. The codesin <ID-column-2> can bein any order, and will
typically include duplicates. For each codein <ID-column-2> equal to acodein <ID-
column-1> arow is generated in <output data group> consisting of the datain <input data
group> corresponding to that code in <ID-column-1>. For each code in <ID-column-2>
which does not match any code in <ID-column-1> arow of UNKNOWN valuesis generated
in <output data group>. If acode in <ID-column-1> isnot in <ID-column-2> the
corresponding row of datais not transferred to <output data group>. Thusthe MERGe
command can be used to remove particular units from a data set, for example to match data
on new variablesto existing, less complete, data. For exampleif level-2 unitsareidentifiedin
C1=(12 3) and we carry C2=(2.5 3.5 4.5) using alevel-1-length column containing level-2
identifiersC3=(111 2 3 3) then MERG C1 C2 C3 C4 gives C4=(252.525354.545).

Command MLAVerage

MLAVerage
MLAV erage using the codesin <ID column>, find the mean of the valuesin each column of
<input group> for each code, output to the corresponding column in <output group> The
codesin <ID column> must be sorted, and typically represent unit identifiers at a particul ar
level. MLwiN scans each column of <input group> in turn, computes the mean value
corresponding to each code in <ID column>, and outputs copies of these meansto the
corresponding columnin <output group>, one copy for each element with the same code.
Thus <output group> has the same number of rows and columns as <input group>. For
exampleif level-2 identifiersfor 7 level-1 unitsareinC1=(1122233)andC2=(5624
122 25) then MLAV C1 C2 givesC3=(5.5556662.252.25)

Command MLBOXx

MLBOx
MLBOx using the codesin <ID column> to identify blocks of datain <input column>,
compute five boxplot values for datain each block and storein <output group> The codesin
<ID column> must be sorted, and typically represent unit identifiers at aparticular level. The
values computed are the minimum, lower quartile, median, upper quartile, and maximum for
each block. These are stored in <output group> as one row for each block. <output
group> must containfive columns.

Command MLCOunt

ML COunt
ML COunt using the codesin <ID column>, find the length of each block of identical codes
and output copies of these lengths to <output column> The codesin <ID column> must be
sorted, and typically represent unit identifiersat aparticular level. MLwiN scans the codes,
interpreting each change of code asthe end of ablock. Having found the length of each
block it outputs copies of these lengths to <output column>, one copy for each
corresponding codein <ID column>. Thus <output column> has the same number of
elementsas <ID column>. For example, if level-2 identifiersarein C1=(11122) then
MLCO C1 C2 givesC2=(33322)
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Command MLCUmulate

MLCUmulate
ML CUmulate using the codesin <ID column> to identify blocks of valuesin each column of
<input group>, perform a cumulative sum function for each block and output to the
corresponding columnin <output group> The codesin <ID column> must be sorted, and
typically represent unit identifiersat aparticular level. MLwiN scans each column of <input
group> in turn, cumulates values corresponding to each codein <ID column>, and outputs
the results to the corresponding column in <output group>. Thus <output group> hasthe
same number of rows and columns as <input group>. For exampleif level-2identifiersfor 7
level-1unitsareinC1=(1122233)andC2=(562412 2 2.5) then MLCU C1 C2 C3
givesC3=(5 11 2 6 18 2 4.5) See dso the CUMU command.

Command MLLAg

MLLAg
MLLAGg using the codesin <ID column> to identify blocks of valuesin each column of
<input group>, lag the valuesin each block and output to the corresponding columnin
<output group> The codesin <ID column> must be sorted, and typically represent unit
identifiers at aparticular level. For exampleif C1=(1,1,1,2,2,2)and C2=(1, 2, 3,4, 5,
6) MLLA C1 C2 C3 produces C3=(0,1, 2,0, 4,5)

Command MLMAXIimum

MLMAXimum
MLMAximum using the codesin <ID column> to identify blocks of valuesin each column of
<input group>, find the maximum value in each block and output copiesto the
corresponding columnin <output group> The codesin <ID column> must be sorted, and
typically represent unit identifiersat aparticular level. MLwiN scans each column of <input
group> in turn, selects the maximum value corresponding to each codein <ID column>, and
outputs copies of these maximato the corresponding column in <output group>, one copy
for each element with the same code. Thus <output group> has the same number of rows
and columnsas <input group>. For exampleif level-2identifiersfor 7 level-1 unitsarein C1
=(1122233)andC2=(562124252) then MLMA Cl1 C2 C3 givesC3=(6612
1212 252)5)

Command MLMInimum

MLMInimum
MLM Inimum using the codesin <ID column> to identify blocks of valuesin each column of
<input group>, find the minimum value in each block and output copiesto the corresponding
columnin <output group> The codesin <ID column> must be sorted, and typically
represent unit identifiers at aparticular level. MLwiN scans each column of <input group> in
turn, selects the minimum value corresponding to each codein <ID column>, and outputs
copies of these minimato the corresponding column in <output group>, one copy for each
element with the same code. Thus <output group> has the same number of rows and
columnsas <input group>. For exampleif level-2identifiersfor 7 level-1 unitsarein C1 =
(1122233)andC2=(567412252) then MLMI C1 C2 C3 givesC3=(554442
2)
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Command MLREcode

ML REcode
MLREcode using the codesin <ID column> to identify blocks of valuesin each column of
<input group>, assign new values starting at one for each block and output to the
corresponding columnin <output group> The codesin <ID column> must be sorted, and
typically represent unit identifiersat aparticular level. <input group> typically consistsof a
single column of unit identifiersat thelevel below. For example ifC1=(1111112 2
2 2 2 2)isacolumn of level-3identifiersand C2=(2 2 2 6 6 6 4 4 5 5 7) contains
theidentifiers of the level-2 units within the level-3 units, MLRE C1 C2 C3 produces C3
=(1112221122 3),thatis, thelevel-2 unit identifiers have been recoded to run
consecutively from 1.

Command MLSDeviation,

ML SDeviation,
ML SDeviation using the codesin <ID column>, compute the standard deviation of the
valuesin each column of <input group> for each code, output to the corresponding column
in <output group> The codesin <ID column> must be sorted, and typically represent unit
identifiersat aparticular level. MLwiN scans each column of <input group> in turn,
computes the standard deviation of values corresponding to the same code in <ID column>,
and outputs copies of these standard deviations to the corresponding column in <output
group>, one copy for each element with the same code. Thus <output group> has the same
number of rows and columns as <input group>. For exampleif level-2 identifiersfor 8 level-
lunitsareinCl1=(11122222)andC2=(12312345)then MLSD C1 C2 C3
gives C3=(0.817 0.817 0.817 1.414 1.414 1.414 1.414 1.414). Note that the divisor nis
used for the s.d.

Command MLSEquence

ML SEquence
ML SEquence using the codesin <ID column> to identify blocks, generate sequences of
numbers starting at one for each block, output to <output column> The codesin <ID
column> must be sorted, and typically represent unit identifiers at aparticular level. The
ML SEquence command typically isused to generate identifiersfor thelevel-1 units nested
within these higher-level units. For example, if level-2 identifiersfor 6 level-1 unitsarein C1
=(111222)then MLSE C1 C2 givesC2=(123123)

Command MLSUm

MLSUm
ML SUm using the codesin <ID column> to identify blocks of valuesin each column of
<input group>, find the sum of the valuesin each block and output copies to the
corresponding columnin <output group> The codesin <ID column> must be sorted, and
typically represent unit identifiersat aparticular level. MLwiN scans each column of <input
group> in turn, sums the values corresponding to the same code in <ID column>, and
outputs copies of these sums to the corresponding column in <output group>, one copy for
each element with the same code. Thus <output group> has the same number of rows and
columnsas <input group>. For exampleif level-2identifiersfor 7 level-1 unitsarein C1 =
(1122233)andC2=(562412225)then MLSU C1 C2 C3 givesC3=(111118
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Command MULSymmetric

MUL Symmetric
MULSymmetric for the unitsdefined by <ID column>, form a set of half-symmetric matrices
of type <value>, by multiplying corresponding elementsin <column-1> by thosein
<column-2>, output to <output column> This command sets up a data column of a
particular type, for use as a design vector for arandom parameter. <ID column> definesthe
level of the parameter: supposethisislevel h. <output column> will contain a stacked series
of half-symmetric cross-product matrices, onefor each unit at level h. Each of <column-1>
and <column-2> must be of length equal to the total number of level-1 units. The matricesin
<output column> are produced by multiplying together appropriate elements of <column-1>
and <column-2>, for example the entry for the rth row and sth column in the matrix for the
firstlevel-h unitisformed by multiplying the rth element of <column-1> by the sth element
of <column-2>, and so on for further level-h units. The matrices are subjected to further
processing according to <value>, which must be an integer greater than -3. If <value> = -2,
leave the data unchanged. If <value> = -1, zeroise elements on the major diagonal of each
matrix. If <value> = 0, zeroise elements not on the maor diagonals, i.e. produce diagonal
matrices. If <value> = r > 0, zeroise elements not on the rth minor diagonal of amatrix, i.e.
produce lagged diagonal matrices, the diagonalsin each case beginning on row r+1 of the
matrix. Usethe MVIEw command to check the datain <output column>. Usethe
SETDesign command to enter the data into the model as a design vector.

Command REALign
REAL ign classification N datain C1..C1 output to C2..C2

Thistakes output from the STRAnk command operating on the random classification N and
realignsthe columns C1...C1 by inserting missing value codesin relevant placesto give new
output columns C2...C2 which have length equal to the original number of unitsin the
classfication.

Command REMTerm
REMTemcCC...

Remove term for main effect or interaction derived from input columns C C, Columnsare
removed from explanatory variables and deleted. Note that if a continuous main effect was
added with ADDTerm,, thiswould have referred to the users original dataand the column will
not be deleted from the worksheet.

REMTCCr
In multinomial or multivariate models aterm can be repeated across a series of responses(or

response categories). If the remove term command is suffixed with anumber (r), then only the
term for the stated response or response category is removed.

REMT C-1
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If the REMT hasasinglelisted column followed by —1 then the column istaken to be the
explanatory variable corresponding to common coefficient column and that termisremoved
from the model.

Command REPEat

REPEat
REPEat <value> timesthevaluesin <input group> to form <output group> Each row in
<input group> isrepeated <value> timesto form <value> successive rows of <output
group>. The REPEat command isintended to be used in combination with the VECTorise
command in order to produce corresponding variates. For example, if 500 children are
identified by 'ID1'=(1 2 3 ... 500), with gender in 'SEX1', and 3 readings of height in'HTZ',
'HT2, 'HT3', then the commands VECTorise 3 "HT1' 'HT2' 'HT3 'HT' 'OCC' REPEat 3
'ID1' 'SEX1' 'ID" "'SEX" produce 4 variables, each of length 1500. 'OCC'=(123123..),
ID'=(111..500500500). 'HT" and 'SEX" are the height and gender of each child on each
occasion (gender not varying across occasions).

Command STKRank

STKRank chainin C, number of iterations N, centilesL...L output columnsC...C
Thiscommand takesachain of niterations for m parametersin a column ordered:

Poos P10s P20,P30--PmosPo1,P11--Pmi- - - -PonsPin--Prmn

and calculates specified centiles, L,...L, using the (unsmoothed) rankings of each parameter.

Thiscommand is particularly useful for calculating intervalsfor the ranks of the residualsfrom
an McMe run. Note that to store residuals for an MCMC run select <model><mcmc><store
residuals> from the MCM C menu structure.

Themecmc st ore resi dual s function produces achain of residuals that does not include
missing valuesfor any missing units. Unitscan be missing if al the datarowsfor that unit
contain one or moreitemsof missing data. When we derive rank information from the residual
chain it may be useful to insert missing valuesin the output columns from the STKRank
command corresponding to any missing units. For example, if we have plotted out the ranks
and their confidence intervals, we may want to identify units by clicking on them. If the plotted
data set has a shorter length than the original number of relevant units (i.e. excluding missing
units) theidentify point routines will not form amatch with aclassification. Thisisbecause a
point isidentified asbelonging to aclassification if

(length of plotted data set containing point = number of unitsin aclassification including
missing units).

The output from the STKRank command can be realigned to contain missing units by the
REALi gn _conmand
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Command SUBSymmetric,

SUBSymmetric,
SUBSymmetric for the unitsdefined by <ID column>, form aset of half-symmetric matrices
of type <value>, by subtracting corresponding elementsin <column-1> from thosein
<column-2>, output to <output column> This command sets up a data column of a
particular type, for use as a design vector for arandom parameter. <ID column> definesthe
level of the parameter: supposethisislevel h. <output column> will contain astacked series
of half-symmetric cross-product matrices, onefor each unit at level h. Each of <column-1>
and <column-2> must be of length equal to the total number of level-1 units. The matricesin
<output column> are produced by subtracting elements of <column-1> from elements of
<column-2>, for example the entry for the rth row and sth column in the matrix for thefirst
level-h unit isformed by subtracting the rth element of <column-1> from the sth element of
<column-2>, and so on for further level-h units. The matrices are subjected to further
processing according to <value>, which must be an integer greater than -3. If <value> = -2,
leave the data unchanged. If <value> = -1, zeroise elements on the major diagonal of each
matrix. If <value> = 0, zeroise elements not on the maor diagonals, i.e. produce diagonal
matrices. If <value> = r > 0, zeroise elements not on the rth minor diagonal of amatrix, i.e.
produce lagged diagonal matrices, the diagonalsin each case beginning on row r+1 of the
matrix. Use the MVIEw command to check the datain <output column>. Use the
SETDesign command to enter the data into the model as a design vector.

Command SURVival times

SURVival times
SURVival timesin <time column>, censored flagsin <censored column>, input datain
<input data group>, response to <response column>, number of failuresin interval to
<failures column>, risk set indicators to <RS column>, risk set time to <RST column>,
risk set size to <RSS column>, carried data to <output data group> Convert a set of survival
times, censored flags and input datafor individualsinto aform suitable for survival analysis
with MLwiN.

Command TAKE

TAKE
TAKE thefirst codein each block in <input ID column> {and the corresponding row of data
in<input group>} and store the code in <output ID column> {and the corresponding row of
datain <output group>} The codesin <input ID column> must be sorted, and typically
represent unit identifiersat aparticular level. <input group> and <output group> must both
be present or both be absent. <output ID column> will contain thefirst code from each
block in <input ID column> <output group>, if present, will contain the corresponding data
records from <input group>. For exampleif level-2 identifiersfor 5 level-1 unitsarein C1 =
(1112 2) with corresponding datain C2 = (1.51.6 1.7 2.1 2.2) then TAKE C1 C2 C3 C4
givesC3=(12)andC4=(1.521)

Command VECTorise

VECTorise
VECTorise the <value> variatesin <input group> to form <output column> {with
indicatorsto <indicator column>} <value> must match the number of columnsin <input
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group>. Theitemsin thefirst row of <input group> will be placed one under the other in
<output column>. They will be followed by the items in the second row of <input group>,
and so on through all the rows. Thus <output column> has <value> timesas many itemsas
eachvariatein <input group>. <indicator column>, if specified, will contain for eachitem
in <output column> the variate number within <input group>, starting at 1, from which the
item came. For example, if <input group> consists of three readings of height 'HT1', 'HTZ2,
'HT3, each on the same 500 children, then VECTorise 3 'HT1' 'HT2' 'HT3 'HT' 'OCC'
producesasingle variable'HT', of length 1500, consisting of the 3 heights of the 1st child,
followed by the 3 heights of the 2nd, and so on. 'OCC', also of length 1500, holds the
numbers (12312 3...) If inthisexample afurther group contains readings for age'AGEL1’,
'AGE2, 'AGE3, then VECTorise 3 'AGELl' 'AGE2' 'AGE3' 'AGE' producesthe
corresponding 'occasion-level' variable. Seealso REPEat

Commands for worksheet management

Command CTON
CTON C

turns a categorical variable to anumerical variable(that is deletes any ook category name
lookup info so that basic numbers are just displayed)

Command NTOC
NTOC C1

Thisturnsanumeric variableinto acategorical variable. Thusif Cliscalled school and
contains:

10
10
3
20
3

then Clisturned into acategorical variable with the following number->string mapping
10 -> SCHOOL_10

3->SCHOOL_3
20->SCHOOL_20

Command FILL

FILL command - create columns length 1
FILL C-C Creates columns C-C of length 1. Thisisuseful in conjunction withthe LINK N G



55

MLwin Command manual version 2.0.01

10.4

10.5

10.6

10.7

which takes N empty columns from the end of the worksheet. Thusisyou want 5 to reserve 5
columnsin G1 and afurther different 5 columnsin G2 for sunsequent use in amacro then
LINK 5G1FILL G1LINK 5G2Will prevent G2 from containing the same columns as

Gl

Command CTOG

CTOG Create group from columns
CTOG CG create group containing column numberslistedin C

Command ERASe

ERA Se <group>
Erase the data and remove the names from all columnsin <group>.

Command INITialise

I NI Tialise {<value-1> {<value-2> {<value-3> {<value-4> {<value5>}}}}}
Set and display worksheet capacities for the current MLWiN session according to the value(s)
specified. If no valueis specified, display the current capacities. The capacities that can be
specified are <value-1> number of levels (defaultis5) <value-2>  worksheet sizein
thousands of cells (default is 250) <value-3>number of columns (default is400) <value-
4> number of explanatory variables (default is150) <value-5> number of group labels
(default is20) MLwiN interprets each value parameter that you specify according to its
positioninthelist. If you wish to specify anew capacity for explanatory variables, for
example, you must also specify the number of levels, the worksheet size and the number of
columns (perhaps using the default val ues).

Command LINK

L INK <column> {<column> ...} into a group <G>
Assign alabel to agroup of columns. Thelabel <G> must be one of G1, G2, G3, ... up to the
limit in force for the current worksheet (default C20). Note that you can still refer to the
individual columnsof <G> by name (if aname is attached) or by column number. In addition,
you can write <G>[<value>] to refer to alogica column within <G>. For example LINK C2
C7 C5G1AVER G1[2] will display summary statistics for column C7. An alternative format
useful inmacrosis. LINK <value> <G> If <value> is positive, form agroup with this
number of columns taken from the end of the worksheet. If <G> aready contains <value>
columnsdo nothing. If <value> =-1list al explanatory variablesto <G>. If <value> =-2list
al fixed variablesto <G>. If <value> =-3list al fixed variables and variables random at
levels above the bottom level to <G>. If <value> = -4 list, in order, the unit ID columns
(highest level first), response column, explanatory variables, and, if present, offsets, weights,
random constraint and fixed constraint columns (i.e. al columns associated with the current
model) to <G>. If <value> < -10list al variablesrandom at level -(<value>+10) to
<G>.
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Command MARK

MARK mode <value> <group>
Protect the data in <group> from being over-written, or unprotect them, according to
<value>. If you attempt to write into a marked group awarning will be issued asking for
confirmation. If <value> = 0, unprotect the datain <group>. If <value> = 1, protect the data
in<group>. MARK <vaue> If <value> = 0 do not issue overwrite warnings for marked
columnsIf <value> = 1 do issue overwrite warnings for marked columns MARK (with no
parameters) Display column numbersof all marked columns.

Command MOVE

M OVE columns to close gaps in sequence of columns.
Dataare moved to lower-numbered columnsif empty ones exist, preserving the order of the
columns. A protected column (see MARK command) is not moved, nor are any datain
columns numbered higher than a protected column. Since C96 is protected once amodel has
been run, this means that no data in columns numbered higher than C96 will be moved. For
example, if C1, C2, C4, C6, C7, C9-C20 contain data, C3, C5, and C8 are empty, and none of
C1-C20 is protected, MOVE will move the datain C4 to C3, C6 to C4, C7 to C5, and C9-
C20to C6-C17. C18-C20 will be empty, unless there are data further up the worksheet and
no protected columns in between. If, however, C7 is protected, C4 will be moved to C3 and
C6 to C4, but no data from C7 onwards will be moved.

Command NAME

NAME <C> <name> {<C> <name> ...}
Assign names of up to 8 charactersto columns. NAM Es (with no parameters) Display a
summary of the names and contents of the columnsin the worksheet.

Command RETRIieve a worksheet

RETRieve a worksheet from a file
Respond <filename> to prompt. Retrieve a previously saved worksheet. If the current
capacity of your worksheet isinsufficient you will be warned and invited to extend it. Seethe
INITialise command for alist of worksheet capacities and their defaults.

Command SAVE a worksheet

SAVE a worksheet {in format <value>}
Respond <filename> to prompt. If <value> is absent (the usual case), save as MLWiN
worksheet. If <value>=0, save as MLn worksheet.

Command TIDY the worksheet

TIDY the worksheet
Clean up worksheet for more efficient use.

Command WIPE all data from the worksheet

WI PE all data from the worksheet
Thiscommand will aso clear the model specification and the residual settings. The current
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worksheet capacitiesremainin force (see INITialise command), as do the FSETtings (see
ESETtings command). If logging ison (see LOGON command) it remainson and awarning is

displayed.

Commands for Multiple membership models

Command ADDM

ADDM
ADDM <value> sets of indicators at level <value>, first set in <group>, second set in
<group> ..... , constraints to <column>

Command Multiple membership models

There are two new commandswhich together can be used for specifying multiple membership models.
Theseare WTCOI and ADDM . For details of these models with an example see Hill and Goldstein
(1997).

To show the use of the WTCOI command, suppose we have amodel with pupils nested within schools
and we have only one response per pupil. However, some pupils attend more than one school during
the study and we know theidentities of the school sthey attended and have some information on how
much timethey spent in each school.

Thismodel israther like across-classified model. We create a set of indicator variables onefor each
school. Where a pupil attends more than one school they require the indicator variable for each school
they attended to be multiplied by aweight, which for example could be based upon the proportion of
time the pupil spent at that school. Theindicator variablesfor al the schoolsthe pupil did not attend
are set to zero. It isthis set of weighted indicator variablesthat is made to have random coefficients at
level 2. Aswith cross classified models, level 2 is set to be aunit spanning the entire data set and the
variances of al theindicator variable coefficients are constrained to be equal.

TheWTCOI command can be used to create the weighted indicator variables. If we have 100 schools
and the maximum number of schools attend by apupil is 4 then the WTCOI command would be
EST".

Todothis:
LINK C101-C200 G1 [put original indicatorsin group 1]
LINK C201-C300 G2 [set up group for interactions]

CALC G2=G1*'PRETEST' [create interactions]

ADDM 2 setsof indicators at level 2, first set in C101-C200, second set in ¢201-¢300, constraints to
c20

Thislast command will place the two sets of indicatorsin the random part of the model aswell as
associated covariance terms between the two sets and establish the appropriate constraintsin C20.
Note that the ADDM command will not add its constraintsto any existing constraintsin the model

Command WTCOI

WTCOI

WTCOI <value> id columns <group 1> weights in columns <group 2> weighted
indicator columns to <group 3>
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Command A multiway cross classified example

The commands described above can also be used to model multi-way classifications. For
example, our secondary school by primary school cross-classification could be further crossed
by neighbourhoods. Thereisno neighbourhood information in this data set, but for
illustration we shall simulate aneighbourhood effect and then conduct an analysis.

To run the modelsin this section you will need to be able to allocate aworksheet of at |east
350,000 cells.

We shall simulate a structure where we have 20 neighbourhoods which introduce arandom
effect distributed N(O, 0.4). The data are already divided into six separated secondary/primary
school groups. Suppose our neighbourhoods intersect with these groups in the following

way':
group neighbourhoods contained in group
1 1-5

2 6-10

34 11-17

56 18-20

In other words, when our neighbourhoods are defined, we should be able to find 4 separate
primary school/secondary school/neighbourhood groups. To simulate these datawe first

generate the neighbourhood codes according to the above table :
URAN 10000 C100

CHAN 1 C13 -1 C50

CHAN 2 C50 -6 C50

CHAN 3 4 C50 -11 C50

CHAN 5 6 C50 -18 C50

NAMVE C50 ' BASE'

CHAN 1 C13 -4 C51

CHAN 2 C51 -4 C51

CHAN 3 4 C51 -6 C51

CHAN 5 6 C51 -2 C51

CALC C50=- C50

CALC C51=-C51

NAME C51 ' RANGE

URAN 3267 C30

CALC C15 = ROUND(' BASE' + ' RANGE' * C30)

NAME C15 ' NI D

Then we pick 20 neighbourhood effects, merge them back onto the neighbourhood codes we

have just generated, and add the effects to the response :
CALC Bl = 0.470.5
NRAN 20 C31 0 Bl

GENE 20 C32
MERG C32 C31 C15 C33
CALC ' ATTAIN = 'ATTAI N +C33

Before setting up the new model we clear any explanatory variablesrelating to the previous

crossclassification:
EXPL 0 C101-C108

Now we search the primary/secondary school groupsfor their intersectionswith

neighbourhoods:
XSEA C13 'NID Cl6 Cl17
NAME C16 'L3ID Cl17 ' NCODES

If our simulation has worked we should find four separate groupsin C16. We search these 4
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new groupsto create the new identifying codes for secondary schools. (Since the group

structure has changed our existing identifying codes for secondary schools are out of date.)
XSEArch 'L3ID 'SID C18 CI19
NAME C19 ' SCODES

We now re-sort the data and set up the model :

SORT 2 C18 C3 Cl C2 C4-Cl1 C13-Cl7 C19 C18 C3 C1 C2 C4-Cll1 Cl13-Cl17 C19
IDEN 3 'L3I D

SETX ' CONS' 3 ' SCODES' C101- C108 C20

SETX ' CONS' 3 ' NCODES' C111-C117 C20

Running the model produces the results:
Parameter Description  Estimate(se)

2
Y between primary school variance 1.08(0.20)

2
cYuk

o

between secondary school variance  0.41(0.21)
2

u- petween neighbourhood variance 0.44(0.18)

2

e betweenindividual variance 8.08(0.2)

a meanachievement  5.32(0.24)

We can model an n-way classification by repeated use of the X SEArch command to establish
a separated group structure and then repeated use of the SETX command to specify each
classification.

()

(@

Command An example of a 2-way cross classification

In this example we analyse children's overall exam attainment at age sixteen - the worksheet
isavailable onthe MLwiN web site. The children are cross-classified by the secondary school
and the primary school that they attended. The model is of the form given in equation (1)

where Yi isarandom departure due to secondary school and Yk is a random departure due to
primary school. The data are on 3,435 children who attended 148 primary schools and 19
secondary schoolsin Fife, Scotland.

Yiciy =0 + U + U+ G (1)

Theinitial analysis requires aworksheet size of 850,000 cells. Make sure that the worksheet
sizeislarge enough by referring to the wor ksheet screen on the options menu.

Retrieve the worksheet X C.WS. From the names menu we see that the worksheet contains 11
variables;

VRQ A verbal reasoning score resulting from tests pupils took when they entered secondary
school.

ATTAI N Attainment score of pupils at age sixteen.
PID  Primary school identifying code

SEX  Pupil'sgender

SC Pupil'ssocial class

SID  Secondary school identifying code

FED  Father'seducation

CHO CE Choice number of secondary school attended
MED  Mother's education

CONS  Constant vector

PUPI L Pupil identifying code


http://mlwin.com
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Assumethat a2-level variance components model with primary school at level 2 isalready
set up. To add the secondary school cross-classification we need to create alevel-3 unit
spanning the entire data set, create the secondary school dummies, enter them as random
parameters at level 3 and create a constraint matrix to pool the 20 separate estimates of the
secondary school variances into one common estimate. Apart from declaring the third level
whichisachieved by typing

| DEN 3 ' CONS'

the remaining operations are all performed by the SETX command.

The pseudo-level introduced to accommodate the cross-classification is given next. In our
casethisislevel 3. Then comesthe column containing the identifying codes for the non-
hierarchical classification, whichinour caseisSID.

The SETX command requires the identifying codes for the cross-classified categoriesto be
consecutive and numbered from 1 upwards. If thisis not the case identifying codes can be put

into thisformat using the ML REcode command, for example:
M.REcode ' CONS' 'SID ' NEWSI D

Our secondary and primary identifying codes are already in the correct format so we do not
need to use the MLREcode command.

The dummiesfor the non-hierarchical classification are written to the next set of columns.
The dummies output are equal in number to k*r where kisthe number of variablesin
<explanatory variable group> and r isthe number of identifying codesin <ID column>.
They are ordered by identifying code within explanatory variable. The constraint matrix is
written to the last column. In addition the command sets up the appropriate random
parameter matrix at level 3.

To set up our model the command is
SETX 'CONS' 3 'SID Cl101-Cl119 C20

If you examine the setting screen and the worksheet you will see that the appropriate
structures have been created. Before running the model we must activate the constraints by
typing
RCON C20
The model will take some time to run. Four iterations are required to reach convergence and
on a 90-MHz pentium each iteration takes 10 seconds. The results are:
Parameter Description  Estimate(se)

2
%y petween primary school variance 1.12(0.20)

2
%w  between secondary school variance 0.35(0.16)
2

e betweenindividual variance 8.1(0.2)
a meanachievement  5.50(0.17)

o

Thisanalysis showsthat the variation in achievement at age sixteen attributable to primary
school isthree times greater than the variation attributable to secondary school. This type of
finding isan intriguing one for educational researchers and raises many further issuesfor
study.
Explanatory variables can be added to the model in the usual way to attempt to explain the
variation. We must be careful if we wish to create contextual secondary school variables
using the ML** family of commands. The data currently are sorted by primary school not
secondary school asthe ML** commands require. Therefore the data must be sorted by
secondary school, the contextual variable created, and the data re-sorted by primary school.
Other aspects of the SETX command
When more than one coefficient isto be alowed to vary across anon-hierarchical
classification in some circumstances you may not wish the covariance between the
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coefficientsto be estimated. This can be achieved most easily by using two successive SETX
commands. Thefollowing three examplesillustrate.
Examplel
SETX 'CONS' 3 'SID Cl01-Cl19 C20
This sets up the data for the cross-classified variance components model we havejust run.
Example 2
Assuming the model is set up asin example 1 and the constraint matrix is activated, if we
now type
SETX 'VRQ 3 'SID C121-C139 C20
we shall have the structure for estimating the variance of the coefficients of VRQ and CONS
across secondary schools. The intercept/slope covariance will not be estimated.
Example3
If no cross-classified structure has yet been specified and we type
SETX 'CONS' 'VRQ 3 'SID Cl01-Cl19 C121-C139 C20
we shall have the structure for estimating the variance and covariance of the coefficients of
VRQ and CONS across secondary schools.
The SETX command adds the constraints it generates to any existing constraints specified
with the RCON command. Any additional random-parameter constraints which the user
wants must be activated by RCON beforeissuing any SETX command. In particular, when
elaborating cross-classified models with more than one SETX command, you must be sure to
activate the constraint column generated by the first SETX before issuing second and
subsequent SETX commands. Failure to do so will cause thefirst set of constraints not to be
included in the constraints output by the second SETX command.
Onelimitation of the SETX command isthat it will fail if any of thedummy variablesit
generates are already in the explanatory variable list. One situation where this may occur is
when we havejust estimated a cross-classified variance components model and we wish to
expand the model to across-classified random coefficient regression with slope/intercept
covariances estimated. In this case typing
SETX 'CONS' 'VRQ 3 'SID Cl101-Cl19 C121-C139 C20
will produce an error message since C101-C119 will aready bein the explanatory variable
list. The problem can be avoided by removing C101-C119 and then giving the SETX
command :
EXPL 0 Cl01-Cl119
SETX 'CONS' 'VRQ 3 'SID Cl01-Cl19 C121-C139 C20
Notethat if the random constraint matrix isleft active, the above EXPL 0 command will
remove from the matrix the constraints associated with C101-C119, leaving only those which
the user had previously specified.
After aSETX command, estimation must be restarted using STARt. The NEXT command
cannot immediately follow a SETX command.

12.3 Command BXSEarch

Note that the BXSEarch command is not available after release 1.01 of MLwiN .

BXSEarch for separable groupsin the cross-classification defined by <column-1> and
<column-2> putting separated group codes in <group ID column> and new categoriesin
<new ID column>, using sizelimit <value> and method O {, output costs to <costs
column>} BXSEarch for separable groupsin the cross-classification defined by <column-1>
and <column-2> putting separated group codes in <group ID column> and new categories
in<new ID column>, using sizelimit <value> and method 1, output seed to <box> {,
output costs to <costs column>}
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Command How cross classified models are implemented

Suppose we have alevel-2 cross-classification with 100 school s drawing pupilsfrom 30
neighbourhoods. If we sort the datainto school order and ignore the cross-classification with
neighbourhoods, the schoolsimpose the usual block-diagonal structure on the N by N
covariance matrix of responses, where N is the number of studentsinthe dataset. To
incorporate arandom neighbourhood effect we must estimate a non-block-diagonal
covariance structure.

We can do this by declaring athird level in our model with one unit which spansthe entire
data set. We then create 30 dummy variables one for each neighbourhood and allow the
coefficients of theseto vary randomly at level 3 with a separate variance for each of our 30
neighbourhoods. We constrain all 30 variances to be equal.

We can allow other coefficientsto vary randomly across schools by putting them in the model
aslevel-2 random parametersin the usual way. If we wish the coefficient of acovariate- a
slope - to vary randomly across neighbourhoods the procedure is more complicated. We must
create 30 new variables which are the product of the neighbourhood dummies and the
covariate. These new variables are set to vary randomly at level 3. If wewish to allow
intercept and slope to covary across neighbourhoods, we require 90 random parameters at
level 3: an intercept variance, a slope variance and an intercept/slope covariance for each of
the 30 neighbourhoods. As before we constrain the intercept variances, the covariances and
the slope variances to produce 3 common estimates by the use of appropriate constraints. The
SETX command is provided to automate this procedure.

It isimportant to realise that although in this example we have set up a 3-level MLwWiN
structure, conceptually we have only a 2-level model, but with neighbourhood and school
crossed at level 2. Thethird level is declared as adevice to allow us to estimate the cross-
classified structure. The details of this method are given in Rasbash & Goldstein (1994).

Unit I Ds as categorical variables

To properly support cross classified models we need to update the way classification
information is stored. With purely hierarchical modelsthe 10" entry in aschool residual
column corresponds to the 10" school in the data set. If school is now a crossed classification
and the datais not sorted according to school, we need additional information to
unambiguously identify unit specific data such asresiduals. To do thiswhen cross-classified
models arefitted, unit ID's are turned into categorical variables.

Thusif we have

school
10

10

20

10

5

30

30

5
5

this getsturned into
catname catnum segnum
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school 5 5

school 10 10
school 20 20
school 30 30

WNEFELO

Thisinformation isthen used by the predict and identify points facilities so that they operate
correctly with cross-classified structures. The hierarchy viewer resortsto asimple summary of
the number of unitsin each classification whenin cross-classified mode.

Users should be aware that in cross-classified modelsal higher level ID's get categorical
information attached to them, so that they appear as school_5 etc in the data window.

Some computational considerations
size of the largest group, say 1800. This leads to storage requirements of:
3* 12* 1800+ 1800+ 4(1800+ 1800+ 12* 1800)+ 2* 1800* 12
that is, about 210,000 free worksheet cells.
Finding such groupings not only decreases storage requirements but also significantly
improves the speed of estimation. The commands XSEArch and BXSEarch are designed to
find such groupsin the data.
Note that the BXSEarch command is not available in release 1.00 and later of MLWIN .

Command Modelling random cross-classifications

The motivation for multilevel modelling isthat most social processes we wish to model take
place in the context of ahierarchical social structure. But the assumption that social
structures are purely hierarchical is often an over-simplification. People often belong to more
than one grouping at agiven level of ahierarchy and each grouping can be a source of
random variation. For example, in an educational context both the neighbourhood a child
comes from and the school achild goesto may have important effects. A single school may
contain children from many neighbourhoods and different children from any one
neighbourhood may attend several different schools. Therefore school isnot nested within
neighbourhood and neighbourhood is not nested within school: we have across-classified
structure. The consequences of ignoring an important cross-classification are similar to those
of ignoring animportant hierarchical classification.

A simple model in this context can be written:

Yigig =0 U + U+ 8y (1)

where the achievement score i of the ith child from the (jk)th school/neighbourhood
combinationismodelled by the overall mean @ | together with arandom departure Y dueto
school j, arandom departure % dueto nei ghbourhood k, and anindividual-level random

departure S

Themodel can be elaborated by adding individual-level explanatory variables, whose
coefficients may also be allowed to vary across schools or neighbourhoods. Also, school or
neighbourhood level variables can be added to explain variation across schools or
neighbourhoods.
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Another example in the same context occurs when each pupil's exam paper is assessed by a
set of raters. If adifferent set of raters operates in each school we have a pupil/rater cross-
classification at level 1 nested within schoolsat level 2. A ssimple model for this situation can
be written:

Yijpk =0+ U + 8, + € )

where the rater and pupil effects are modelled by the level-1 random variables € and Sik.
(The cross-classification need not be balanced, and some pupils' papers may not be assessed
by all theraters.)

If the same set of ratersis used in different schools then raters are cross-classified with
schools. An equation such as (1) can be used to model this situation, where now k refers to
raters rather than neighbourhoods. If in addition schools are crossed by neighbourhoods,
then pupils are nested within athree-way rater/school/neighbourhood classification. For this

case we may extend equation (1) by adding aterm % for the rater classification:
If raters are not crossed with schools, but schools are crossed with neighbourhoods, a simple

formulation might be:

Yiiywy =0 + U U + 6y + € (4)

where now i refersto pupils, j to raters, k to schools, and | to neighbourhoods.
Other applications are found, for example, in survey analysiswhere interviewers are crossed
with aress.

Command Reducing storage overheads

We can increase speed and reduce storage requirements by finding separate groups of
secondary/primary schools as described above. The XSEArch command will do this. It has
thefollowing format:

Retrieve the original worksheet in XC.WS. Readers who were unable to run the model of the
previous section because of insufficient memory can start modelling at this point. We search

the data for separated groups by typing
XSEArch 'PID 'SID C13 Cl4

Looking at C13, the column of separated groups produced, we see that it is a constant
vector. That is, no separation can be made and all primary and secondary schools belong to
one group. The new category codes in C14 therefore span the entire range (1 to19) of
categoriesintheoriginal non-hierarchical classification. Thisisnot surprising since many of
the cellsin the 143 by 19 table contain very few individuas. It isthislarge number of almost
empty cellsthat makes separation impossible. In many circumstances we may be prepared to
sacrifice someinformation by omitting cellswith very few students. We can omit datafor
cellswith lessthan agiven number of individuals using the XOM It command.

Note that the BXSEarch command is not available in release 1.00 or later of MLWIN .

We deal with the XOMIt command in this section and the BX SEarch command in the next
section.

In our case we can omit cells containing 2 or fewer members by typing
XOMt 2 C3 C6 C1-C2 C4-C5 C7-Cl1 C3 C6 Cl-C2 C4-C5 C7-Cl1

If we now repeat the X SEArch command exactly as before, we find that C13, the group code
column, has arange from 1 to 6 indicating that 6 groups have been found. The new category
codes have arange from 1 to 8 indicating that the maximum number of secondary schoolsin
any group is 8. Look at the tabulations of secondary school and primary school by group by
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typing:
TABU 1 'SID Cl13
TABU 1 'PID Cl13

This confirms that with our reduced data set no primary school or secondary school crosses a
group boundary.

We now sort the data by primary school within separated group. The group codes are now
used to define ablock diagonal structure for the variance-covariance matrix at level 3 which
reduces the storage overhead and speeds up estimation. The following commands set up the
model.

SORT 2 ¢13 ¢c3 C1 C2 C4-Cl11 Cl4 C13 C3 C1 C2 C4-Cl11 Cl14

| DEN 3 C13

SETX ' CONS' 3 Cl14 C101-C108 C20

RCON C20

Notice that the new category codesin C14 running from 1 to 8 (the maximum number of
secondary schools in a separated group) are now used as the category codes for the non-
hierarchical classification. This meanswe now need only 8 as opposed to 19 dummiesto
model thisclassification.

Estimation proceeds more than four times faster than in the full model, with very similar
results.

Parameter Description  Estimate(se)

2
Y between primary school variance 1.10(0.20)

2
cSuk

o

between secondary school variance  0.38(0.19)
2

e betweenindividual variance 8.1(0.2)

a meanachievement  5.58(0.18)

Note that the BXSEarch command has been dropped from version 1.00
onwards.

(¢

Command SETX

SETX set arandom cross-classification, with coefficients of <explanatory variable group>
random at level <value> across categoriesin <ID column>, storing dummiesin <output
group> and constraintsin <constraints column> <explanatory variable group> specifiesthe
variables whose coefficients we wish to vary randomly across the non-hierarchical
classification, in our case, the secondary schools. Here we wish to run avariance components
model so only CONS varies across secondary schools.

Command XOMIt

XOMIt cells with not more than <value> membersfrom the cross-classification defined by
<input column-1> and <input column-2> { carrying datain <input data group>} resultsto
<output column-1> <output column-2> {and carried data to <output data group>}

Command XSEArch

XSEArch for separable groupsin the cross-classification defined by <column-1> and
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<column-2> putting separated group codesin <group ID column> and new categoriesin
<new ID column> Thefirst two columns describe the cross-classification to be searched. The
non-hierarchical classificationisspecifiedby <column-2>. If separable groups can be found
they are assigned group codes 1, 2, etc. and these are placed in <group ID column>. The
category codes of <column-2> are then recoded in <new ID column> to run from 1 within
each group. An examplewill makethisclear.

Commands to access IGLS algorithm

Access to the IGLS algorithm

Accessto thel GL Salgorithm - introduction
A number of commands give access to the matrices used by the IGL S estimation algorithm of
MLWiN. Theformats of all the matrix commands are described in the matrix section of the
help system. For convenience alist of theseisgiven here. These macros can be downloaded
fromthe MLWiN web site:

Command Implementing the IGLS algorithm in macros

A macro implementation of the | GL S estimation algorithm
The macros can be obtained as azipped file from the MLwWiN web site. Thefilesare:
RUN : runs amodel to convergence
ITER : performsan iteration

ND : accumulates SSP matrices
DOXXR : acomponent of random part estimation
FIXED : fixed coefficients and their covariance matrix
KRON : acomponent of random part estimation
NAM Es : Names the columns used by the macros.
The macros provide an extended exampl e of the use of the matrix commands of MLwiN.
They aso provide adescription of the IGLS (iterative generalised least squares) estimation
algorithm. The model which it isdesired to estimate should be specified in the usual way. As
themacrosarerun all internal algorithmic matrices become available for scrutiny or
dteration. Thisallowsnew methodological developmentsto be tested conveniently on
reasonably small data sets. An example isalso given.

Command macro DOXXR

| oop b70 1 b60 [loop b70 : 1->i, traverse to the diagonal]
: -1 -1
calc 'temp = diag(gl[b60] *. 'vinv' *. gi[b70] *.viny')[ AV Y V)
sum'tenp' b62 [get trace..]
pi ck b61 'xxr' b71
cal ¢ b71=b71+b62 [..and accumul ate]

edit b6l 'xxr' b71
cal c b61=b61+1
endl oop

Command macro FIXED

nl ev b50 [store highest level in b50]
nunit b50 b51 [store number of highest level unitsin b51]
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nfix b55 [number of fixed parametersto b55]
cal ¢ b56=b55"2
put b55 0 ' xyf' [zero xyf]
put b56 0 ' xxf' [zero xxf]
matr ' xxf' b55 b55 [declare xxf asamatrix]
say \n
| oop b50 1 b51 [for each block]
say .
ymat b50 'y [gety]
vmat b50 'v' [get V]
calc 'vinv' =inv('v") [invert V]

xmat b50 ' x'
calc "tenmp' =(~"'x")*."vinv' *.'x'

calc 'xxf'="xxf'+ tenp' [accumulate XTV?lX]
calc "tenmp' =(~"'x")*.'vinv' *.'y'
Ty/-1

calc 'xyf' =" xyf'+ tenp' [accumulate XV Y]
endl oop
say \n
cal ¢ c98=inv(' xxf')*."' xyf" [calculate B and assign to C98]
cal ¢ c99=hsyn(inv(' xxf")) [assign covar(B) to c99]

13.5 Command macro ITER

macro ITER
This macro performs an iteration. It first calls NAMES so that the macro can berun

independently of macro RUN.
obey nanes
obey rand
obey fi xed

13.6 Command macro KRON

This macro evaluates for the current block
X T(VTeVhHy”
and callsthe macro DOXXR which evaluates
X T(ViTevhX”
Calculation of the full Kronecker product isavoided by using the formulation
D =tr(AV'BV™?)
where D isan element of xxr or xyr.

In a2-level random coefficients regression model with constant level-1 variance xxrisanr by
r symmetric matrix with the following structure :

B
B=Xx  B=xX +xX  B=xx B, =dag(xx)
A=xx]  tr(AVIBV?)
A A=xxexxd WAVIBVY  tr(AVIBVY

A =XXy  tr(AVTBVT) tr(AVBV™) tr(AV7BV™Y)
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A, = diag(%,X%; ) tr(AV7BV™) tr(AVBV™Y) tr(AV BV ™)
tr(A4V‘lB4V’1)

xyrisanr by 1 vector with the structure :

tr(AVY V1

tr(AV YW

tr(AV YV )

tr(AV YW

where Y=Y T=yy and r isthe number of random parameters. For further details see
Goldstein and Rasbash (1992).

-1 -1
Macro KRON loops through al the Asand calculates xyr[i]= w(AVY V) . On each pass
of theloop macro DOXXR is called which calcul ates the ith row of matrix xxr, omitting
symmetric cells. Note that xxr isheld as a column of length r*(r+1)/2 since MLwiN does not
support symmetric matrices.
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13.7 Command macro RAND
**T -1 -1 *%k **T -1 -1 *k
Note: X V7V )X = XXT, X (V"®VT)Y = xyr
nl ev b50 [store highest level in b50]
nunit b50 b51 [store number of highest level unitsin b51]
nrnd b54 [number of random parametersto b54]
cal ¢ b55=b54* (b54+1)/2 [cal culate number of elementsin xxr]
put b54 0 ' xyr' [zero xyr]
put b55 0 ' xxr' [zero xxr]
link b54 g1l [create a group of size num paramsto hold X ]
say \n
| oop b50 1 b51 [for each block]
say . [send .’ to screen]
yres b50 ' YR [get Y]
xss b50 gl [form X**]
count 'yr' b53 [set b53 to block size]
itnum 0 b52
switch b52
case O :
note first iteration [firstiteration usel..]
i mat b53 'vinv'
| eave
case
note ot herw se [..otherwise construct V]
vmat b50 'V
calc 'vinv' = inv('v") [and invert it]
ends
obey kron [accumulate xxr and xyr]
endl oop
cal ¢ c96=i nv(syn(' xxr'))*." xyr' [calculate estimates and assign to c96]
cal ¢ c97=hsyn(inv(synm(' xxr')) * 2) [assign covariance of estimatesto c97]
note set iter. nunber > 0 so next call does not restart
itnum1 1
13.8 Command macro RUN

This macro will run amodel to convergence. If the iteration number is set to zero the
macro will generate starting values, otherwise the macro will continue from whatever values
arein C96 and C98.

Note - you can report or set the iteration number with the | TNUmber command
ITNU mode 1 <value> Sets iteration number

ITNU mode 0 <box> sets box to current iteration number
obey nanes [name columns used by macros]
itnum 0 b52 [set b52 to iteration number]
switch b52
case O:
note zero estimates [set c96& C98 to small values.. |
nrnd b54 [..for convergence comparison|
put b54 0.05 c96
nfix b54

put b54 0.05 c98
ends
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| oop b57 1 100 [loop for 100 iterations but quit if convergenceis acheived]
calc 'old_rp' =c96 [record previousiterations estimates)
calc 'old beta' =c98
obey iter [do an iteration]

calc "tenp' = !(abso((c96-"old rp')/'old_rp') < 0.01)
sum 'tenp' b58
calc "tenmp' = !(abso((c98-'old_beta')/'old beta') < 0.01)
sum 'tenp' b59
cal ¢ b58=b58+b59
switch b58 [exit if converged]
case O:
not e conver ged
say \ n\ nCONVERGED\ n
return
ends
endl oop

Note that the command

calc "tenmp' = !(abso((c96-"'old_rp')/"old_rp') < 0.01)

checks for random parameter convergence. The! operator (logical not) is applied to the
convergence vector. The convergence vector has one element for each parameter. The terms
abso((c96-'old rp')/'old_rp') <0.01

construct the convergence vector such that an element is 1 if the parameter's estimation has
converged, O if it has not. Thisisbecause MLWiN codes 1 astrue and 0 asfalse. If the sum of
the logically negated fixed and random parameter convergence vectorsis zero then
convergenceisachieved.

Example using the algorithm access macros

retr jspmat.ws

echo

f pat h al gor

ithum1 0 [reset ithum so starting values generated]

obey run

Because the macros update C96-C99 we can use the RAND and FIXE commandsto view

the estimates in the output screen of the command interface.

r and
LEV. PARAVETER ( NCONV) ESTI MATE S. ERROR(U) PREV. ESTIM CORR.
2 CONS / CONS (1) 5. 324 1. 454 5.32 1
2 RAVENS / CONS 1) -0. 3801 0.1293 -0.3787 0.879
2 RAVENS / RAVENS ( 2) 0. 03513 0. 0167 0. 03503 1
1 CONS / CONS ( 2 27.19 1.304 27.19 1
fixe

PARAMVETER ESTI MATE S. ERROR( V) PREV. ESTI MATE
CONS 29.74 0.422 29.74
RAVENS 0.6133 0. 04233 0.6133
SEX -0. 2615 0. 3487 -0. 2617

The columns of previous estimates and convergence counts are not updated by the macros
and should beignored. They are only correct in thisinstance because anormal model had
been run prior to running the macros. The rest of the display is correct.
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Commands to manipulate data structures

Comamnd OMEGa

OMEGa, output omega, the random parameter covariance matrix, at level <value>
to <output column>
OM EGa, output submatrix of omega at level <value> corresponding to explanatory
variablesin <explanatory variable group> to <output column>

Command BLKTotals

BL K Totals, for unit number <value>, place number of units at each level in <output
column>
<value> refersto aunit at the highest level. <output column> will contain the numbers of
units at each level which are contained within this highest-level unit, starting with level 1 and
finishing with the highest level (for which the number of unitsinthisunitisalways1). The
unit identifiersmust have been previously defined using the I DENtifiers command.

Command CHOL

CHOL
CHOL C1 C2 takesthe lower triangle of asymmetric matrix (S) stored columnwisein C1
and places the cholesky decomposed matrix (L) as asquare matrix into C2. See also the
MATRix command.
The Cholesky decomposition isdefined by
S=L"L
where L isalower triangular matrix, i.e. with zeros above the diagonal .

Command MKBLocKk,

MKBLock create a block-diagonal matrix (or matrices) corresponding to block <value-1>,
with sub-blocks corresponding to level <value-2>, using valuesin <input group>, output to
<output group> <value-1> refersto aunit at the highest level. Suppose this unit contains m
sub-unitsat level <value-2> and n sub-unitsat level 1. Then each column in <input group>
must contain m values, 1 for each sub-unit. For the first column an n-by-n block-diagonal
matrix is generated, with sub-blocksfor each level-<value-2> sub-unit. The rth sub-block
will contain replicates of the rth value in the column. The block-diagonal matrix isstored in
thefirst column of <output group>. And so on for any further columns of <input group>,
generating an equal number of columnsin <output group>. Note that the unit identifiers
must have been previoudly defined using the IDENItifiers command.

Command MVIEw

MLWiN stores a covariance matrix as alower-triangular matrix whose rows are stacked into a
single column. For example, the variances and covariances of model parameter estimates are
held inthisform in columns C97 (for random parameters) and C99 (for fixed parameters).
Residual covariance matrices specified by RCOV 2 are output in thisform, one such matrix
for each unit at the specified level, with the matrices stacked into asingle column. MVIEw
will display these matricesin lower-triangular form
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Forexample,if C1=(111222andC2=(1234567 89 10 11 12),
Command SUBBIlock,

SUBBIock,
SUBBIock for block <value-1> which is contained in <input column>, output the sub-block
corresponding to the <value-2>th sub-unit at level <value-3> to <output column> <value-
1> refersto aunit at the highest level. Suppose this has n sub-unitsat level 1. Then <input
column> must contain an n-by-n block-diagonal matrix. The command uses the unit
identifier columns previously defined as part of the model, together with <value-2> and
<value-3>, to find the requisite sub-block and output it to <output column>.
The submatrix of V corresponding to unit number <value> at the highest level is output as a
sguare matrix to <output column>.

Command VMATTIX,

VMATTix output V, the covariance matrix of the responses, block <value> to <output
column> The submatrix of V corresponding to unit number <value> at the highest level is
output as a square matrix to <output column>.

Visstored as a square matrix since the CALC command has no specia provision for
Symmetric matrices.

For example,
vimat 42 c100
cal c g1=c100

prin gl
5. 0587
5 3.0752 5.7198 1.7530 5. 0587 40. 840
calc g2=gl1 *. inv(gl)
prin g2
C395 C394 C393 C392 C391
N = 5 5 5 5 5
1 1.0000 1. 1646e- 10 4.0766e- 10 -7.9638e-10 3. 7795e-09
2 6.6288e-09 1.0000 4.1802e- 09 -8.5903e-09 1.2766e-08
3 -5.2018e-10 -1.8630e-09 1.0000 -2.9530e-09 -7.1374e-10
4 3.2922e-09 -4.5401e-09 -2.4225e-10 1.0000 5. 5826e- 09
5 1.0988e-08 -8.6555e-09 5.9089e-09 -1.2029e-08 1.0000

Command XMATTrix

XMATTiX, output X, the fixed-part design matrix, block <value> to <output
column>
Output the matrix of fixed-part explanatory variables corresponding to unit number <value>
at the highest level, to <output column> See access to the IGL S algorithm for examples of
use.

Command XSS

XSS output block <value> of the design matrix for the random parameters to
<output group>
The specified submatrix of X**, the design matrix for the random parameters, is output to
<output group>. It corresponds to a unit at the highest level. <output group> must contain
columns to match the design vectorsin X**. See access to the IGL S a gorithm for examples
of use.
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14.10 Command YMATrix

YMATTiX, output the response vector for unit number <value> at the highest
level to <output column>

14.11 Command YRESiduals

Y RESiduals, output the raw residual vector for unit number <value> at the
highest level to <output column>

14.12 Command ZMATriX,

N = 5 5
1 1.0000 8. 0000
2 1.0000 4. 0000
3 1.0000 10. 000
4 1.0000 5. 0000
5 1.0000 - 8. 0000

XSS output block <value> of the design matrix for the random parametersto <output
group> The specified submatrix of X**, the design matrix for the random parameters, is
output to <output group>. It correspondsto aunit at the highest level. <output group>
must contain columns to match the design vectorsin X**.

For example

link c21-c24 g1 [2 level random coeff. nmodel so 4 output cols. needed]

Xss 42 g1

prin gl

c22 c23 c24

N = 25 25 25 25
1 1.0000 16. 000 64. 000 1. 0000
2 1.0000 12. 000 32. 000 0. 0000
3 1.0000 18. 000 80. 000 0. 0000
4 1.0000 13. 000 40. 000 0. 0000
5 1.0000 0. 0000 - 64. 000 0. 0000
6 1.0000 12. 000 32. 000 0. 0000
7 1.0000 8. 0000 16. 000 1. 0000
8 1.0000 14. 000 40. 000 0. 0000
9 1.0000 9. 0000 20. 000 0. 0000
10 1.0000 -4. 0000 - 32. 000 0. 0000
11 1.0000 18. 000 80. 000 0. 0000
12 1.0000 14. 000 40. 000 0. 0000
13 1.0000 20. 000 100. 00 1. 0000
14 1.0000 15. 000 50. 000 0. 0000
15 1.0000 2. 0000 - 80. 000 0. 0000
16 1.0000 13. 000 40. 000 0. 0000
17 1.0000 9. 0000 20. 000 0. 0000
18 1.0000 15. 000 50. 000 0. 0000
19 1.0000 10. 000 25. 000 1. 0000
20 1.0000 - 3. 0000 -40. 000 0. 0000
21 1.0000 0. 0000 - 64. 000 0. 0000
22 1.0000 -4. 0000 - 32. 000 0. 0000
23 1.0000 2.0000 - 80. 000 0. 0000
24 1.0000 - 3. 0000 -40. 000 0. 0000
25 1.0000 -16. 000 64. 000 1. 0000

The order in which the columns are used corresponds to the order in which random
parameters are displayed by the RAND command.
We usually wish to treat the n by 1 design vectors as n by n matrices. Therefore for
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14.13

15.1

conveniencetheindividual design vectorsaredimensioned n by n:

mdi m g1f 1]

5 rows by 5 colums

Even though the components of G1 are dimensioned as square matrices G1 as an entity can

still betreated asamatrix dimensioned n* by the number of random parameters::
calc g2=(~gl) *. (9l)

prin g2
C387 C386 C385 C384
N = 4 4 4 4
1 25.000 190. 00 361. 00 5. 0000
2 190.00 3412.0 10222. 38. 000
3 361.00 10222. 72361. 269. 00
4 5.0000 38. 000 269. 00 5. 0000

matrices derived from a model.

Matrices derived from a model.
It is possible to have access to the matrices formed and used in (R)IGL S estimation. These
can then be manipulated using the general matrix commands .
Thereisalso a set of macros , using these matrices, which have been written to carry out
detailed manipulations of the (R)IGLS algorithm.
Thefollowing matrix commandsareavailable:

BLKTotals Extractsthe total number of units at each level

MKBLock  Createsblock diagonal matrices containing specified valuesfor subunitsof a
unit at aspecified level.

MVIEw Viewsthe lower trianglesin 2 dimensions, of matrices stored in stacked
format

OMEGa Obtainsthe random parameter covariance matrix at aspecified level.
SUBBIlock  Obtainsaspecified subunit (sub-block) from aspecified higher level unit.
VMATrix  OutputsV, the estimated covariance matrix of total residuals.

XMATrix  Outputsfixed part design matrix for aspecified unit at highest level.
XSS Outputs design matrix of random parametersfor a specified highest level unit.
YMATrix  Outputsresponse vector for specified unit at the highest level.
YRESidual Outputstotal (raw) residua vector for specified unit at highest level.
ZMATrix  Ouputsrandom part design matrix for explanatory variables defined at a
specified level for aspecified unit at the highest level.

Macro commands

command OBPAth

OBPAth s1
Place the current fpath setting into string variable S1
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15.2

15.3

154

15.5

15.6

15.7

15.8

Command RESUme

RESUme
Resume execution of the macro that is currently suspended by a PAUSe command. If no
macro is suspended, RESUme has no effect.

Command ABORt macro execution

ABORt macro execution and return to terminal input

Command ASSIgnnumbers

ASSIgn number s to <group>
This command provides an equivalent function to the old INPUt command which is no longer
available, namely: Linesfollowing thiscommand should contain the numbers, separated by
spaces, which are required to be stored in <group>. The numberson each linewill be placed
one by oneinto successive columns of <group>, overwriting any pre-existing contents. Itis
permissibleto type aline containing fewer numbersthan there are columnsin <group>, but
once the last column of <group> has been reached the current line of numbers must end.
Further numbers may be input on anew line, and will be joined one by one to the ends of the
columnsof <group>. FINIsh, or another command, terminates the input of numbers.

Command BREAKk

BREAK
Exit from loop. See LOOP .

Command CALLer identifier

CALLer identifier to <box>
Put avalue in <box> to indicate the caller of thismacro. <box> = 1if called by STARt or
NEXT <box> = 2if called by RESIduals <box> = 3if called by LIKElihood <box> = 4
otherwise

Command CONVergence status

CONVergence status output to <box>
Status O: estimation has not converged. Status 1: estimation has converged. Status 2: ssp
matrix or V is-ve definite.

Command ENDLoop

ENDL oop
This command ends the scope of aloop. Theresult of its execution depends on the current
values of <box>, <upper value>, and <step value>, as specified on the corresponding
LOOP command. If <box> = <upper value>, execution of the loop ceases and control is
passed to the command which follows ENDL oop. If not, <step value> (or the default value
+1) is added to <box> and control is passed to the command which follows the
corresponding L OOP command.
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15.9 Command ERROr mode

ERROr mode <value>
If <value> = 0, do not abort macrosif an error occurs. If <value> = 1 (the default setting),
abort macros if an error occurs.

15.10 Command EVARIiables,

EVARIiables,
EVARIiables output the column numbers of all explanatory variablesto <column> {with
fixed part indicators to <indicator column>} <indicator column> will containal or a0
according to whether the corresponding explanatory variableis or isnot in the fixed part of
the model.

15.11 Command EXISt

EXISt, put indicator of the existence of column <name> in <box>
<box> issetto 1 if column <name> exists, otherwise set to 0.

15.12 Command FPATh

FPATh <directory>
Set a search path to the directory for macro files. If amacro fileis not in the current directory
it islooked for in the directory specified with the FPATh command. For example, FPATh
c:\mlwin\discretecauses MLwWiN to look for macro filesin the current directory and then in
c:\mlwin\discrete. FPATh (with no parameters) Clear the current search path for macro
files.

15.13 Command FSET

FSET
Display current EPATh, PREFile and POSTfile settings.

15.14 Command GALL

GALL <Input Column>
Changesthe highlightfilter column to <Input Column>
If entry in <Input Column> = 0O leave out the level 1 unit from graph
If entry = (n; n=2...,17) plot in stylen-1.
Note that the graph highlight column can also be changed from the graph highlight window.

15.15 command GBARwidth

GBAR width N
GBAR N Set barwidth for current data set of current graph, only applies when data are
plotted as a histogram
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15.16 Command GCLEar clear all graph sets.

GCLEar clear all graph sets.
GCLEar <value> : clear al data setsin graph set <value> GCL Ear <value 1> <value 2>: clear the
(value 1> the data set from graph set <value 2>.

15.17 Command GCOLumn

GCOLumn for level <value> to <box>
Output the column number for the unit identifiers at level <value> to <box>.

15.18 Command GCOOrdinate

Attach the current data set to the (<value 1>,<vaue 2>)'th sub-graph in the current table of sub-
graphs. Note that the top left sub-graph has co-ordinate (0,0).

15.19 Command GDIVide

GDIVide <group> by <column>
Divideeach columnin <group> by <column>, results to <group> overwriting original
contents. This command has no storage overhead.

15.20 Command GETYpe
GETY pe <value>

Set display typefor Y errors. <value> = 0 draw as error bars, <value> = 1 draw aslines.

15.21 Command GFlLter

GFILter <column>
Definesafiltering column for the current data set, only those data points which have anon-zero
positive number in the corresponding entry in thefilter column will beincluded in theplot.

15.22 Command GGRId

If <value> = 0 then do not show any row or column titlesfor the current table(or grid) of graphs. If
<value> = 1 then show any row or column titlesfor the current table(or grid) of graphs

15.23 Command GGROup

GGROup <column>
Define agrouping variable for the current data set. Particularly useful for grouped line plots.
GGROup with no parameters clears the grouping column.

15.24 Command GIBBS

GIBBS
Thisisnow superseded by the MCM C command.
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15.25

15.26

15.27

15.28

15.29

15.30

15.31

Command GINDex

GINDex

GINDex graph set <value>, data set <value> Subsequent graphics commandsrefer
to this data set, until anew GIND command isissued.

Command GLSTyle

GL STyle <value>
Set line style for current data set. <value> can take avalue of 1to 6. Value 1 for solid lines, values 2
to 5 for varying lengths of dash. Thiscommand only has an effect if the current data set is being
plotted asaline.

Command GLTHickness

GL THickness <value>
Set line thicknessin pixelsfor the current data set . Thiscommand only has an effect if the current
data set isbeing plotted asaline.

Command GMSTyle

GM STyle <value>
Set marker(symbol) style for the current data set. <value> may take avalue of 0 to 13 corresponding
to 14 different symbol types. This command only has an effect if the current data set is being plotted
asapoints.

Command GMULtiply

GM UL tiply <group> by <column>
Multiply each columnin <group> by <column>, results to <group> overwriting original
contents. This command has no storage overhead.

Command GORDer N

GORDder N
Set plot order number for current data set. Higher numbers plot last and therefore appears at
the front.

command graph highlight

Graph highlight
GHIG mode N
Mode = 1 exclude current data set from graphical highlighting,
Mode = 0include
DefaultisO.
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15.32

15.33

15.34

15.35

15.36

15.37

Command graph label

Graph labe
GLABEI <STRING>: set text label for current data set GLABEL - clear text |abel for
current dataset GLABEL N N=0 hide label for current dataset N=1 use specified label
text N=2 create text from group category names(in grouped plots)

Command graph scales

Graph scales
GSCAlerow R col CmodeM Autoscale the graph in row R, column C of current display
M=0Y axis, M=1 X axis GSCAlerow R col C mode M, min N, max N, nticksN User
defined scale for the graph in row R, column C of current display M=0Y axis, M=1 X axis
Then specify maximum, minimum valuesfor axisand number of tickson axis.

Command graph text label

Graph text label
GTEXt mode N Show text labels assigned to datasetsas: N=0 hide all text, N=1ina
singlelegend regardless of howmany graphsinthedisplay N=2inlegendswith onelegend
per graph N=3inlables

Command GSET

GSET<value> <first G> <second G> <result G>
Perform set-algebraic operations on two existing groups to form anew group. If <value> =
0 link columns common to <first G> and <second G> as <result G> (intersection) If
<value> =1link columnsin <first G> but not in <second G> as <result G>
(difference) If <value> =2 link columnsin either <first G> or <second G> as <result G>
(union) For example, if G3 contains C1,C4,C5,C8 and G4 contains C5,C8,C9 GSET 0 G3
G4 G51inks C5,C8 as G5 GSET 1 G3 G4 G5 links C1,C4 as G5 GSET 2 G3 G4 G5 links
C1,C4,C5,C8,C9 as G5

Command GSlZe

GSI Ze, output the number of columns in <G>to <box>

Command GSSZ

GSSZ <value>
Set the symbol size for the current data set, measured in thousandth's of the overall size of the graph
window. Thiscommand only has an effect if the current data set is being plotted as a points.
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15.38

15.39

15.40

15.41

15.42

15.43

15.44

15.45

Command GTABIle

GTABIe <value 1> <value 2>
Divide the current graph set into a<value 1> by <value 2> table of sub-graphs, <value 1> rows by
<value 2> columns

Command GTITle

GTITle <value 1> <value 2> "title string"<value 1> = 0, title row <value 2> of the current
table of graphswith "title string” <value 1> = 1, title column <value 2> of the current table of graphs
with"titlestring"GTI Tle <value 1> <value 2> <value 3> "title string" <value 1> = 2, supply atitle for
the x-axis of the (<value 2>,<value 3>)'th subgraph in the current table of graphs <value 1> = 3,
supply atitle for the y-axis of the (<value 2>,<value 3>)'th subgraph in the current table of graphs
<value 1> = 4, supply agraphtitlefor the (<value 2>,<value 3>)'th subgraph in the current table of
graphs For example if we have atable of graphswith only 1 sub-graph in it, which isthe default and
commonest case, and we wish to give the x axis of thisgraph thetitle AGE, then thisisachieved by the
command GTITle200"AGE"

Command GTYPe

GTY Pe <value>
Set graph type for current data set. <value> = O:line, 1:point, 2:line+point

Command GXCOI

GXCOlI <column>
Set X datato specified column. GXCOI with no parameters clears the X data column.

Command GYCOI

GYCOI <column>
Set Y datato specified column. GXCOI with no parameters clearsthe Y data column.

Command GYERror

GYERror
GYERror 1 <column> set positive Y errors associated with current data set to <column>
GYERror 2 <column> : set negative Y errors associated with current data set to <column>
GYERror with no parameters clears positive and negative errors associated with current data set
GYERTror 1 : clear positive errors. GY ERror 2 : clear negative errors

Command IDCOlumn

IDCOlumn
column numbersfor the unitidentifiersat all levelsto <column>. For example, given IDEN
1 C1 2 C10 3 C20then IDCO 2 B1 putsthevalue10inB1, IDCO C5 givesC5=(1
10 20)

Command IMAC
IMAC <value 1>

The PAUSE statement with no parameters returns control to the front end and the macro user. To
giveup control at regular intervals might prove frustrating to the user asthey will be continually
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15.46

15.47

15.48

15.49

15.50

hitting the resume macro button. In some situations what is required isfor the macro user to have more
control over when amacro pauses. The macro interruption command, IMAC, can be used for this
purpose. If IMAC <value 1> is set to 1 then when amacro is executing a button labelled " Pause
Macro" appears on the main toolbar. If the user presses this button whilst a macro is executing then
any subsequent PAUSE 1 macro statements will cause control to go the front end and the resume and
abort macro buttonswill appear. The front end will then respond to usersin the usual way. If the
resume button is pressed then the abort and resume buttons disappear, the pause button reappears and
the macro resumes execution. If macro interruption is switched on and the user has not pressed the
pause button on the main toolbar when a PAUSE 1 statement is executed then the macro will update
the front end and continue automatically. The default setting for macro interruption is off, which
correspondsto <value 1> = 0. Notethat if amacro issuesan IMAC 1 statement the pause button does
not appear on the main toolbar until a subsequent PAUSE or PAUSE 1 statement is executed.

Command INMOdel

INMOdel, if the random parameter at level <value> defined by <column-1> and
<column-2> is in the model, set <box>
<box> isset to 1 if the specified random parameter isin the model, else set to 0.

Command ITNUmber

I TNUmMber 0 {<box>}
Display the current iteration number and store in <box> if specified. | TNUmber 1 <value>
Set the current iteration number to <value>.

Command LOOP

L OOP for <box> going from <lower value> to <upper value> {<step value>}
The default step valueis 1. For example, LOOPB115  statements ENDLoop Note that
no single macro file should contain more than one loop. For example, LOOPB115 LOOP
B2210 ... ENDL ENDL will resultinerrors. Codeinstead: LOOPB115 OBEY L2
ENDL where L2 isamacro file containing the nested loop.

Command Macro commands for graphics

Macro commands for graphics
The commands for manipul ating graphics assume familiarity with the graphical interface. For
afull description of thisinterface seethe MLWIN help topic " Plotting data ".
Graphic commands refer to the current 'graph set' denoted in MLWIN by P(N) (N=1,...10)
and within each set to a specific data set, M.

Command Macro commands for updating the front end

Macro commandsfor updating the front end
The front end regards obeying a macro as asingle action. Ordinarily, the front end is updated
after each action. This can be aproblem if amacro isobeying abig task, for example a
simulation, where it would be helpful for the front end to be updated at regular intervals while
the macro is executing. The pause command can be used to do thisand in conjunction with
other commands listed below the pause command can generate other useful behaviour.
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15.51

15.52

Command macro editor

macr o editor
From the file menu the user can access the macro editing window. This allows macros to be
constructed or existing macros to be edited. Macros can be saved and alist of the previous
six macros accessed isdisplayed. Basic editing functions are available, such as search and
replace accessed from the bottom of the window.
An execute button instructs MLWiN to run the displayed macro, If an error occurs then the
relevant lineisdisplayed inred. Any line starting with 'note' is displayed in green and not
executed.
If your macros call other macros without referring to the full directory (folder) path, you
should ensure that the directory where they are located is specified in the directories option .

command macro example

M acr o example
Thefollowing set of macroswill simulate asimple 2-level variance components model with
just an intercept term. The first macro isthe driver macro that sets up the model, and calls
two macros to generate 100 simulated data sets and fit the model to them within aloop. The
macros are fully annotated.



MLwin Command manual version 2.0.01

Mote Macro simu_txt

note create identifiers for 108 pupils

pref 0

postf 0

Generate 11080 1 c1

note generate identifierz for 60 schoolz, each with 18 students
code 60 18 1 c2

note generate constant vector in C3 C4

put 10801 c3

put 10801 c4

note name columns

name cl "student’ ¢2 "zchool’ ¢3 "cons’ cd ‘resp’

note declare c4 the response vanate

Response c4

note identify levels 2 and 1

iden 2 c2

iden 1 c1

note declare explanatory variables - here the intercept only
expl 1 c3

note zet covanance structure at each level - here a single variance
zety 2 c3

zetv 1 c3

note eraz old uzed columnz zo they are blank

eraz ch cll-c15H

note zelect bacth mode

batch 1

note zet zeed for zimulation

zeed 1

note loop for simulations

loop b1 1 100

note thiz file simulates 1 dataszet using given parameter values
obey genresp.txt

note thiz file unz the model and storesz resultz in c11-c13
obey run.txt

endloop

note summarize stored rezults

echo 1

aver 3 cll-cl3

endobey

note macro for running 1GLS  for a model

start

note join level 2 variance, level 1 variance and intercept in c11-c13
pick 1 c396 b11

pick 2 c96 b12

pick 1 c98 b13

join c11 b11 11

joincl2bl2cl2

ioncl3bl3cl3

endobey

note generates a simulated response

note zet level 2 var. level 1 var, intercept true values
edit 1 c96 10

edit 2 c96 40

edit 1 ¢98 30

note now simulate from model

simu 'resp’

endobey

Theresults are as follows in the output window.
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N Missing Mean s.d.
cll1 100 0 10.183 1.9938
cl2 100 0 39.939 1.6445
cl3 100 0 29.999 0.44600

Points to note:

Y ou can run amodel within amacro file, and manipulate the results. Thus, generad
simulations can be carried out. Useful commands for use in macros are the following:
ERROr which allows the program to abort or not if an error occurs

CONVerge which tests whether convergence has been achieved after an iteration
IMAC in conjunction with the PAUSe command allows the user to halt execution of a
macro by clicking a particular button on the toolbar.

Thereisalso aset of commands for displaying graphics .

If you are running amodel with aNormal response be careful to include commandsin your
macro which turn off pre and post file processing using the commands

PREFile0

POSTfileO

Command Macros

Macros - an introduction
A complex or frequently-used sequence of commands may be coded using atext editor and
stored in an ASCI| filefor execution by MLWiN as a sequence. Such a stored sequenceis
called amacro. Separate macros must be stored in separate files.
Most MLwWiN commands may be included in macros, though some will require the user's
intervention during execution. The general macro commands include those for conditional
execution of code, commands to control loops, and commands to ascertain the current state
of amodel. These commands, together with the facility for indirect addressing of boxes,
columns, and groups (see General introduction: Parameter descriptors), enable the user to
produce macros which are flexible and general. In addition to the general macro commands,
there are commands which mani pul ate the graphics, commands which allow macrosto create
input screens commandsto allow macrosto specify when and how the front end is updated.
Themacrosare classified inthefollowing help 'books":
e  General macrocommands
Macro commandsfor controlling graphics
Macro commandsfor updating the MLwiN front end
Macro commandsfor controlling MCM C estimation
Mi scellaneousnew macro commands
Note that any windows which are open will not be updated while macros are running, but will
register changed parameter values etc. after macro execution is complete. Windows will also be
updated whenever a macro is paused .
MLwiN version 2.0 incorporates a macro editor which may be accessed from the File menu.
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15.54

15.55

15.56

15.57

15.58

Command Macros - configuring the macro menu

Macros - configuring the macro menu
Notethat thisisno longer availablein MLwiN release 1.1 onwar ds.
There is now a macro editor .

Command MAVErage

MAVErage of parameters stacked in <column 1> average valuesto <column 2> sd'sto
<column 3> This command will take a set of stacked parameter values, typically arising from a
simulation or bootstrap and writes the means to se's to the two output columns. The stacked
column should contain repeated sets of parameters held in the order fixed parameters, followed
by random parameters, highest level first. The length of the stacked parameter column must be
an exact multiple of the total number of parameters(fixed + random) in the current model.

Command MDEBugging
M DEBugging <value 1>

When debugging macrosit is useful to be able to interrupt amacro at any time. This can be allowed
by setting the macro debugging mode to 1. When macro debugging ison aPAUSE 1 statement is
automatically generated between every singlemacro command. Whilst useful for debugging, execution
isslowed down hugely because the front end updatesitself after every command inamacrois
executed. Macro debugging isturned off by setting <value 1> to 0.

Command MHAStings

MHAStings
Thisis now superseded by the MCMC command.

Command MONItor model changes

MONItor model changes <value 1>
The front end displays converged parameters in green and unconverged parametersin blue. If
amodel changes, for example, explanatory variables are added or removed or the number of
levels changes the model is deemed to have changed and displayed parameterswill turn from
green to blue. To achieve thisthe back end must monitor model changes and inform the front
end when amodel change occurs. This normally leads to desirable behaviour, however
sometimes macros are programmed in such way that model settings are changed, for example
temporary variables are added to the model and then removed from the model behind the
scenes. These variables are really programming constructs that are required to estimate the
model but do not represent parameters of interest to the user. The software can not
distinguish between legitimate model changes and model changes made for programming
convenience. Thereforeif PRE and POST files are declared which change amodel in some
way, the front end will be informed after every iteration that the model has changed and the
model parameterswill always be displayed in blue. However, the model will stop iterating
when the active set of parameters has converged. Macros can stop the back end informing the
front end of model changes by issuing the command MONItor 0 which turns back end model
monitoring off. Macroswhich make model changes as programming devices should turn
monitoring off at the start of the PREFile and turn monitoring on (<value 1> = 1) at the end
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15.59

15.60

15.61

15.62

15.63

15.64

15.65

of the POSTFile.
Command NFIXed

NFIXed, output number of fixed parameters to <box>

Command NLEVel

NLEVe
Output the number of levels in the current model to <box>

Command NMSTR

NMSTR c1 sl c2 s2 etc.
Set string variable sl to be equal to the name of C1, s2 to be equal to the name of C2 etc.

Command NRND

NRND,
output the number of random parameters {at level <value>}to <box>

Command NUNIts

NUNIts, output the number of units at level <value> to <box>

Command OBEY

OBEY the macro stored in <filename>
OBEY <value-1> {<value-2> ...} Respond to prompt with the macro <filename> In the
second format <value-1>, <value-2>, etc., are passed as parameters to the macro in
<filename>. They are referred to within the macro as %1, %2, etc.

Command PAUSE
PAUSE N

N=1 If thisstatement isin amacro thefront end is updated every time this statement is executed. If a
macro isrunning asimulation you might want to set up some graphs pointing to the columnswhere the
simulation is storing itsresults. This could be done by the macro user in the front end or directly inthe
macros by using the graphics commands. If you place apause 1 statement in the simulation loop then
the graphswill be dynamically updated as the macro executes. If error messages are produced during
macro execution, then these will be displayed and the macro halted until the Return key is pressed.
N=2 This has the same function as for N=1 but does not halt macro to display any error messages.
Thisisuseful, for example, during simulations where estimation problems may arise. All error
messages produced will, however, be sent to the Output window where they can beviewed.

PAUSE If the pause command is given with no parameters then control isreturned to the front end
and two buttons appear on the main tool bar. One button islabelled "Resume Macro” the other is
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15.66

15.67

15.68

15.69

15.70

15.71

15.72

labelled " Abort macro”. The macro remains paused (users can rearrange front end components, look at
dataetc.) until the resume or abort button is pushed. Once one of these buttonsis pushed they both
disappear and the macro is aborted or resumed accordingly.

Command POSTfile

POSTfile <filename>
Set macro file to be obeyed after STARt, NEXT, RESIduals or LIKElihood. POST file mode
<value> If <value> = 0 disable postfile. If <value> = 1 enable postfile.

Command PREFile

PREFile <filename>
Set macro file to be obeyed before STARt, NEXT, RESIduals or LIKElihood. PREFile
mode <value> If <value> = 0disableprefile. If <value> =1 enable prefile.

Command PUPDate

PUPDate estimates to <column 1> sd's of estimates to <column 2>
This command takes a column of estimates, in the order fixed followed by random parameter
estimates and a parallel column of SD's and updates the columns C1096-C1099 accordingly.
The values that were in C1096 and C1098 are then treated as the previous estimates.

Command RETUrn control

RETUrn control from current macro file to caller

Command RINIt

RINIt, mode 0, show the value used for initialising random parameters when
added to a model {and store in <box>}
RINIt, mode 1, set the value used for initialising random parametersto <value>

Command RPARameters,

RPARameters

store details of random parametersin <group> <group> must consist of 3 columns. The
details of each random parameter will be stored as arow of <group>. Thefirst 2 columnswill
contain coordinates of the parameter in terms of the positions of the corresponding explanatory
variablesin the explanatory variablelist. Thethird column will containthelevel of the
parameter. Therowsarein the order of the random parameters as displayed by the RANDom
command.

Command RPOSition

RPOSition atlevel <value>, of <explanatory variable column> in random parameter list
output to <box>. If <explanatory variable column> isnot in the random parameter list
<box> isset to 0.
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15.73

15.74

15.75

15.76

15.77

15.78

15.79

15.80

Command SAY<text>

SAY
Display <text> on screen . The sequence \n causes line feed and carriage return.  For
example, SAY \n\n ERROR in macro \n\n Note : the SAY command prints text whether
echoing ison or off. See ECHO.

Command SEPRed

SEPRed <group> output to <column>
Takes a prediction in the same format as the PREDict command. However, instead of the
predicted value being output the SD(predicted value) is output. This SD is based on the
covariance matrix of the fixed parameters. To obtain SD'swhich incorporate sampling
variability of residual estimates, the RFUN command should be used.

Command SJOIn
SJOINn <string 1> "TEXT" <string 2>

This commands concatenates string literals and variables. For example SJOIN "Thisis" S1
SJOIN S1 "sometext " S2would result in S2 containing the string "Thisis some text".

Command SPMC

SPMC <value 1>
This command is now redundant.

Command string button

WBUTton for string
WBUTton S Creates a button with text string S printed on it. The following set of
commands create awindow that contains a button labled do work, that calls athe macro

work.txt when the button is pressed. windex 0 0 wdesc "" "c:\work.txt" goin "do work" sl
whbut s1wset 01

Command STRIngs

STRIngsdisplays contents of the 20 string variables.

Command SUPPress arithmetic warnings

SUPPr ess arithmetic warnings

Command SWITch,

SWI1Tch CASE, LEAVe, ENDSwitch are components of a conditional sequence. For
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SWITchBl1 CASE1l: statementsto be obeyed if B1=1
LEAVE CASE234: statementsto be obeyed if B1= 2,3 0r 4
LEAVE CASE.: statements to be obeyed if neither of the above casesistrue
ENDSwitch Note that commands should not be typed on the same line asthe CASE
command.
15.81 command TLRA
TLRAC1C2C3
Suppose we have a set of cut points defined for alogistic distribution in C1. If the typical
valueis X and if the corresponding value in C2 = 0 then arandom draw from the truncated
standard logistic* distribution in the range ( -coco, X) is selected and placed into the
corresponding position in C3. If the corresponding value in C2 = 1 then arandom draw from
the truncated standard logistic distribution in the range ( X, co) is selected and placed into
the corresponding position in C3.
*Thedensity function for the standard logistic distributionis given by
)= P00
[1+ exp(X)]
which has mean 0 and variance 3.29
15.82 command TNRA
TNRA C1C2C3
Suppose we have a set of cut points defined for aNormal distributionin C1. If the typical
valueis X and if the corresponding value in C2 = 0 then arandom draw from the truncated
standard Normal distribution in the range ( -0, X) is selected and placed into the
corresponding position in C3. If the corresponding value in C2 = 1 then arandom draw from
the truncated standard Normal distribution in the range ( X, «ox) is selected and placed into
the corresponding position in C3.
15.83 Command GCLR
Graph colour
GCLR N Set colour for current data set of current graph.. The 16 colour numbers are given
on the customised graphs, plot style, colours drop down list.
15.84 Command WMSG

WMSG "message text"
Thiscommand will cause the given message to be displayed in awindows message box when control
next returnsto the front end by a PAUSE or ABORT command or the macro terminating normally.
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15.85

16.1

16.2

16.3

16.4

Command YVAR

Y VAR output column number of response variable to <box>

mcmc commands in macros

Command XCLA

XCLA <value>
This command toggles off (value = 0) and on (value = 1) whether the current model is cross-
classified or nested

Command BDIC

BDIC <b1> <b2> <b3> <b4>
This commands outputs the DIC model comparison criterion along with the effective number
of parametersin the model. The optiona argumentswill output to boxesthe following: <b1>
DIC, <b2> pD —effective number of parameters, <b3> mean deviance Dbar, <b4> deviance at
mean parameter values D(thetabar).

Command BUGI

BUGI <fnamel> <fname2> <c1>
This command takes as input the two files produced by WinBUGS with extensions .out for
fnamel and .ind for fname2. It also requires afirst column <c1> and will then input the
variablesfrom WinBUGS to consecutive columns starting from <c1>.

Command BUGO

BUGO <value 1> <value 2> <value 3> {residual starting values in C1}{informative
prior definition in C2} output filename <fname>.

This command will allow the user to output the currently set up model into WinBUGS codein
filename <fname>. It requires three other arguments: value 1 givesthe version of WinBUGS
where 3 = version 1.3 and 4 = version 1.4. The second argument, value? is the response type
that, as with the MCMC command, takes values 1 for Normal, 2 for Binomial, 3 for Poisson
and 4 for multivariate normal. The third argument value 3 isthe link function and takes values
Ofor logit, 1 for probit, 2 for complementary log-log and 3 for log link. For normal and
multivariate normal modelsthisisset to 0. The user may optionally set the residual starting
values (C1) and informative prior definition (C2). For these arguments the format is the same
asgiveninthe MCMC command.
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16.5

16.6

16.7

16.8

16.9

Command DAFA

DAFA Estimates to <c1> standard errors to <c2>.

This command outputs the estimated factor values (and standard errors) from afactor analysis
model to acolumn. Note for models with several factors these will be stacked in the order they
are defined in the factor window/command. Also note that if afactor isdefined at alevel
higher than the lowest level of the data, then its estimates will be augmented with zeroes to
make it the same length as the lowest level.

Command DAFL

DAFL Estimates to <c1> standard errors to <c2>.
This command outputs the estimated factor loadings (and standard errors) from afactor
anaysis model to acolumn. Note for models with several factorsthese will be stacked in the
order they are defined in the factor window/command

Command DAFV

DAFV Estimates to <c1> standard errors to <c2>.
This command outputs the estimated factor variance matrix (and standard errors) from afactor
anaysis model to acolumn. Note for models with severa factorsthiswill be stored asthe
below diagonal portion of the matrix with zeroes where factors are uncorrel ated.

Command DAMI

DAMI
DAMI O current iteration estimates to <c1>
DAMI 1 estimates to <c1>
DAMI 2 estimates to <c1> standard errors to <c2>
Thiscommand outputs acomplete (i.e. including non missing responses) response variable, y
to column <c1>. If the modeis O then this response variable will be the value of y at the
current iteration, which can be used for multiple imputation. If the modeis 1 the value of y will
be the mean estimate from the iterations produced. Mode 2 is as for mode 1 but with
additionally the standard errors of the estimate stored in column <c2>.

Command Fact

Fact
This command will set up the factorsfor afactor analysis model and has many arguments.
Theformat isasfollows
FACT <vaue 1> <value 2> <value 3> (( <value 4> << <vaue 5> <value 6> >> <value 7>
<vaue 8>)) [[ <value 9> <value 10> <value 11> <value 12> ]|
Where << >> isrepeated <value 1> times, (()) isrepeated <value 2> times|[[]] is repeated
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<value 3> times.

<value 1> isthe number of responses, <value 2> isthe number of factors, <value 3 > isthe
number of correlated factors; For each factor <value 4> isthe level/classification for the
random part of the factor. For each loading, <value 5> isthe starting value for the factor
loading, and <value 6> is an indicator of whether the factor loading is constrained (1) or not
(0). For each factor, <value 7> isthe starting value of the factor variance and <value 8> is
an indicator of whether the factor variance is constrained (1) or not (0). For the correlated
factors, <value 9> isthefirst factor number, <value 10> is the second factor number, <value
11> isthe starting value for the covariance and <value 11> indicatesif this covarianceis
constrained or not.

16.10 Command LCLO

L CLO <value>
This command toggles on/off the possible forms of complex level 1 variation when using
MCMC. By default (value=0) we expressthelevel 1 variation asafunction of predictors. If
thisistoggled (value=1) we expressthelog of thelevel 1 precision (1/variance) asa
function of predictors

16.11 Command MCCO

MCCO <value>
This command allows the user to have constrained settings for the lowest level variance
matrix in amultivariate Normal model. The default valuefor value, 0, is used for afull
covariance matrix. Four other settings are currently available: 1 - all correlations equal and
al variances equal; 2 —an ARL1 structure with all variances equal; 3 —all correlations equal
but independent variances,; 4 —an AR1 structure with independent variances.

16.12 Command MCMC

MCMC
This command performs MCMC estimation for the currently set up model. It isadvisable to
run an IGLS or RIGL S run before running the MCM C methods. Thereis adifferent syntax for
the burn-in and the main run of the simulation. A burn-in (of length O if necessary) MUST be
run first to set up the model.

The syntax for the burn-inisasfollows:

MCMC <0> burn in for <value 1> iterations, use adaptation method <value 2>, scale factor
<value 3>, %acceptance <value 4>, tolerance <value 5> {residua starting valuesin C1, s.e.
residual starting values) in C2} {priorsin C3} fixed effect method <value 6> residual method
<value 7> level 1 variance method <value 8> other levels variance method <value 9> default
prior <value 10> model type <value 11>.

This command starts the MCM C sampler and burnsin for <value 1> iterations. The settings
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for <value 2> to <value 5> will only come into effect if some parameters are updated by MH
sampling but must be given.

Value 1l =noof burniniterations.

Value 2 = 1if adaptation isto be used, O otherwise.

Value 3,Vaue 4 and Vaue 5 are explained in the help system (See under MH Settings). Value
4 and Value5 areignored if Value 2 =0).

The user has the option of supplying starting values for residuals at level 2 and above. These
should be stacked into 1 column C1, higher level residualsfirst. If you have more than one set
of residuals at alevel then residuals corresponding to explanatory variables with lower number
get stacked first. If you choose to supply residual starting values then you must stack residuals
for every random variable at level 2 and aboveinto the input column.

C2isrequiredif C1isspecified. Thiscolumn should contain the standard error matricesfor the
residuals. These should be in the same format as the standard errors output from the RESI
command when the RCOV command takesvalue 2 i.e. if there is more than one parameter
random at alevel then the complete (lower triangle) covariance matrix for the residuals at that
level isrequired. The stacking should be in the same level order asfor C1.

The user aso has the option isto supply prior information (C3) for the parameter estimates.
The componentsfor which prior information can be specified differ in the fixed and random
parts of the model. In the fixed part prior information can be supplied on aper parameter basis.
In the random part of the model prior information is displayed on aper level basis, that is prior
information must be given for the full covariance matrix at agiven level. For fixed parameters
prior information takes the form of amean and SD, for covariance matrices prior information
takes the form of estimate values and a sample size. See the section on "Priors’ in the MLwiN
help system for more details on the meaning of these terms. The format that the prior column
should take is described in the PRIOr command.

Asthe MCMC command is generic <value 6>, <value 7>, <value 8> and <value 9> need to be
input for the sampler to know which methods to use for each set of parameters. These
parameters take the values 1 for Gibbs Sampling, 2 for univariate MH Sampling and 3 for
multivariate MH Sampling. Note that not all combinations of methods are availablefor all sets
of parameters and all models.

<value 10> indicates which default priors are being used for variance parameters. This
parameter takes the value 1 for Gamma priors or O for Uniform on the variance scale priors.
See the section on "Priors' in the MLwiN help system for more details on the meaning of these
default priors.

<value 11> indicates the model type being fitted. This parameter takes the values 1 for Normal
models, 2 for Binomial models, 3 for Poisson models and 4 for multivariate Normal models.

The syntax for the main chainisasfollows:

MCMC <1> continue for <value 1> (stored) iterations, thinning every <value 2> iterations,
appending stacked trace to C1, likelihood to C2, mean of all updatesto C3, standard deviation
of all updatesto C4, run <value 3> Metropolis Hastings updates per iteration for model type
<vaue4>.
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The MCMC 1 command continues with the settings used in the last MCMC 0 command. The
sampler will run for <value 1>* <value 2> iterations but only store every <value 2>th iteration
to store atotal of <value 1> iterations. These <value 1> iterations are stored in C1, an iteration
at atimein the order fixed parametersfollowed by random parameters, highest level first. The
likelihood column holdsthe likelihood value for each stored update. Thefinal two columns are
the means and standard deviations of parameters taken from all updates irrespective of the
thinning setting. For each iteration any steps run by MH sampling will be updated <value 3>
times, whilst any Gibbs steps are run just once. Model type <value 4> isidentical to the
MCMC 0 command.

16.13 Command MCRE

M CREsiduals

Thiscommand calculates residualsfrom an MCMC model. The residual s setting screen must
befilled out in the same way asyou would for IGLS/RIGLS models. Typing MCRE will then
calculate residuals based on the current MCMC model run. Note that the residual level to be
output (RLEV), the type of variances output (RCOV) and the other options (RTYP, RFUN,
ROUT) are set by their particular commands before MCRE is called.

16.14 Command MCRS

MCRS <value>

This command sets the MCM C random number seed to integer <value>. Note that the
MCMC procedures use adifferent seed from the rest of MLwiN which uses a seed that can
be set using the SEED command. The random numbers generated withinthe MCMC
procedures use the Wichmann-Hill generator for uniform random numbersthat actually has
3 seeds and the M CRS sets the first of these seeds (the other two are set to 4 and 1972 by
the M CRS command).

16.15 Command MERR

MERR <N> {value 1a value 1b .... value Na value Nb}
This command sets up measurement errors on predictor variables. Here N definesthe
number of variablesthat have measurement errors. Then for each variable with measurement
error apair of inputsis required: value Mais the explanatory variable number for the MtN
variable which has measurement error and value Mb isthe variance of the measurement
errors for the M variable

16.16 Command MULM

MULM <L1><N1>{<C1> <C2>}
Thisdefinesamultiple membership acrossN1 unitsat level L1. IFN1>1i.e. if thereismultiple
membership then the column number C1, which isthe length of the dataset, will contain the
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16.17

16.18

first set of weights for the multiple membership. Note that there should be N1 weight columns
and they should be sequential in the worksheet starting from C1. If the response is multivariate
then the column number C2 must be input and this contains the first set of identifiersfor the
classification. Note that for ap-variate model each lowest level unit contains p records and the
identifiers (sequence numbers) for each response variate need to be extracted into C2 and
following columns. There should be N1 of these identifier columns and they should be
sequential starting from C2 in the multivariate case.

Command PRIOr

PRIOr <C>
Informative priors are defined in column C. Note that this command is used in the interface but
is redundant when writing macros as the MCM C command has the optiona argument that
actually setsup the informative prior.

The prior column (C) takesinformation for the fixed effect parameters followed by the random
parameters, highest level first. Before each component there is an indicator O for no prior
information and 1 if thereisprior information. If theindicator is 1 the prior information
follows. For a2 level random coefficient model, with just an intercept and slope in the fixed
part, if we wanted to specify the following prior information

Fixed intercept - prior (10,3)

Fixed slope > no prior information

Level 2 random part : intercept variance (5), slope variance (0.5), covariance (1), sasmple size
50

Level 1 random part : no prior information

We should put the following numbersin the prior column:
1103015105500

Command PUPN

PUPN <C1> <C2>
Current MCMC (mean) estimatesin <C1> variance matrix of estimatesin <C2>. This
command takes acolumn of estimatesin the order fixed followed by random parameter
estimates and a second column containing the (stacked) variance matrix of the fixed parameters
followed by the (stacked) variance matrix for the random parameters and updates the columns
€96-c99 accordingly. The values that were in c96 and c98 are then treated as the previous
estimates. Note that this command replaces the command PUPD asit now also updates the
parameter covariancesto allow multipletests and confidenceintervals.
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16.19 Command STKRank

STKRank chainin C numitersN, centiles N.N output columnsC..C

The stkrank command takes a chain of t iterations for m parametersin a column ordered:

Poos P10s P20,P30--PmosPo1,P11--Pma- - - -ProsPra- - Pt

and calcul ates specified centiles for the rank of each parameter.

Thiscommand is particularly useful for calculating interval estimatesfor the ranks of residuals.
Note that to store residuals for an MCMC run select <model ><mcmce><store resudual s> from
the menu structure.

Note that with arandom slopes model at level 2 and MCMC storage of level 2 residuals
specified, then MCM C outputs the residual s to a single column in the following format

U01[0],U11[0]....U0J0],ULJO].......UOJT],UL]T]

Where J= number of level 2 unitsand T = number of iterations. In this case the intercepts and
slopes need to be split into two separate columns for use with the STKRank commands. That
IS, assuming combined residuals are output to ¢301 and 5000 iterations

CODE 2 1 5000 c300

SPLI ¢301 ¢300 ¢302 c303

STKRank ¢302 5000 5 50 95 ¢311-c313 [centiles of ranks of intercept residuals|
STKRank ¢303 5000 5 50 95 ¢314-c316 [centiles of ranks of slope residual s]

The memc store residuals function produces a chain of residuals that does not include missing
valuesfor any missing units. Units can be missing if all the datarowsfor that unit contain one
or moreitems of missing data. When we derive rank information from theresidual chainit
may be useful to insert missing values, in the output columns from the STKRank command
corresponding to any missing units. For example, if we have plotted out the ranks and their
confidence intervals, we may want to identify units by clicking in them. If the plotted data set is
of the shorter length(excluding missing units) theidentify point routines will not form amatch
with aclassification. Thisisbecause apoint isidentified asbelonging to aclassification if

(length of plotted data set containing point = number of unitsin aclassification(including
missing units).

The output from the STKRank command can be realigned to contain missing units by the
REALign command :
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16.20 Command TIMEr

16.21

16.22

TIMEr <value> {<B1>}
This computes the time for an MCMC run, when used in a macro.
Vaue=1 Start thetimer to time aset of commands
Value = 0 Record the time since timer started and display in output window and (optionally)
storein box B1.

Command WRAN

WRAN <N1> <N2><C1><C2.....CN>

Generates <N 1> draws from a Wishart distribution with parameters, degrees of freedom <N2>
covariance matrix (S) stacked in lower triangle form by columnsin <C1> where the number of
elements of SisN-1. The <N1> draws are output to the columns <C2...CN> with one element
of the matrix in each column (againinlower triangle form).

Introduction to mcmc commands

I ntroduction to MCM C commands
The macro commands that are associated with the MCMC optionsin MLwiN version 2.0
can be split into 4 groups; commands that set up an MCMC model, commands that run the
MCM C sampler, commands that send output to columns, and commands linked with the
WinBUGSinterface.
For an introduction to MCM C sampling and detailed examplesin MLwiN see Browne
(2002). Thisvolume can also be downloaded from the MLwiN web site.

MCM C model setup commands

FACT setsup afactor analysis model

LCLO controls complex level 1 estimation

MCCO allows the user to choose certain patterned, lowest level, covariance structures
MCRS sets the random number seed for MCMC procedures

MERR sets up measurement error estimation

MULM definesa multiplemembership model setup

PRIOr setsup informative priors

XCLA specifieswhether model iscross-classified or nested.

Model running commands

MCMC sets up options for burn in and main chain run

PUPN updates (default) columns (c1096-c1099) where fixed and random parameter
estimates are held

TIMEr calculatesthe time for an MCMC chain

WRAN generates draws from a Wishart distribution

Model output commands

BDIC Outputs the DIC (model comparison) statistic
DAFA Outputs factor values

DAFEL Outputs factor loadings
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17.1

17.2

17.3

17.4

17.5

DAEV Outputs factor covariance matrices
DAMI Outputs current iteration estimates for responses (including imputed)
M CRE calculatesresiduals

WinBUGS interface commands
BUGI takes WinBUGS output files for input to MLwiN
BUGO produces output filesfor estimation in WinBUGS.

Miscellaneous commands

Command ECHO

ECHO {<vaue>}
If <value> = 0 turn echoing off. If <value> = 1 turn echoing on (the default setting). If
<value> is absent, alternate between on and off. For example, if echoingison, input dataare
displayed on the screen asthey areread in; and commands coded in macros are displayed, with
thelr results, asthey are executed. Turning echoing off suppresses such display.

Command LOGAppend

L OGAppend <filename>
Resume logging of commands and displayed output, appending to the contents of <filename>
which must be an existing file.

Command LOGO

L OGOn or off <filename> {according to <value>}
Use this command to control whether or not MLWiN keepsa'log’ of displayed commandsand
output. Such alog isstored asan ASCII file. If <value> = 0 turn logging off (the startup
state). If <value> =1 turnlogging on. If <value> is absent, alternate between on and off.

Command NOTE

NOTE <text>
Insert the remark <text>. Useful for documenting logged output. Otherwiseignored.

Command WAIT

WAIT {<value>}
From version 1.03 onwards. This command is now obsol ete.
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Matrix operation commands

18.1 Command IMATriX

I M ATrix, output the identity matrix of rank <value> to <output column>

18.2 Command: Matrices using the calc command

Thefollowing matrix operators and functions are available withina CALC command when
at least one of the associated operandsis amatrix:

+ add outer

subtract outer

* multiply outer

/ divide outer

A raise to power outer
~ transpose of

diag diagonal of

det  determinant of

inv  inverseof

sym  symmetric matrix of
hsym half symmetric matrix of
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18.3

Command Matrix operations

Cl c2 3
N = 4 4 4
1 1.0000 2. 0000 3. 0000
2 4.0000 5. 0000 6. 0000
3 7.0000 8. 0000 9. 0000
4 10.000 11. 000 12. 000
prin g2
C396 C395 C394
N = 4 4 4
1 2.0000 4. 0000 6. 0000
2 8.0000 10. 000 12. 000
3 14.000 16. 000 18. 000
4 20.000 22.000 24. 000
cal c g3=gl*gl
prin g3
C393 C392 C391
N = 4 4 4
1 1.0000 4. 0000 9. 0000
2 16.000 25. 000 36. 000
3 49.000 64. 000 81. 000
4 100. 00 121. 00 144. 00

Outer operations are defined for matrices and vectors provided the length of the vector equals
the number of rowsin the matrix.

i npu cl

12314

cal c g3=gl*cl

prin g3

C393 C392 C391

N = 4 4 4
1 1.0000 2. 0000 3. 0000
2 8.0000 10. 000 12. 000
3 21.000 24. 000 27. 000
4 40.000 44. 000 48. 000

Operations on columns as matrices
Using groups for matricesis convenient when we have small numbers of small matrices.
When thisis not the case we can soon run out of MLWiN columns to store the matrices. To
get round this problem it is possible to assign matrix dimensionsto an MLwiN column. If this
is done the column behaveslike amatrix inthe CALC command . The commands MATR
and MDIM areavailable:
It isimportant to distinguish between the two meanings of the word 'column’. An MLwiN
column, such as <input column>, is one of 400 such storage locationsin MLwiN (400 is the
default). Typically such acolumn doesnot itself have matrix dimensions, but if it has been
assigneddimensionsr by c then its ¢ 'matrix columns' correspond to successive sequences of r
data items within the storage space. This allows matrix operations to be performed on the
datain the MLwWiN column. It remains possible also to treat it asa single column if necessary.

For example,

gene 12 cl

matr cl 4 3 [treat cl1 as a 4 by 3 matrix]
cal c gb=c1

prin cl

N = 12

b wN e
aroNE
o
S
S
S
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6 6.0000

7 7.0000

8 8.0000

9 9.0000
10 10.000
11 11.000
12 12.000

prin g5
C400 C399 C398

= 4 4 4

1 1.0000 5. 0000 9. 0000
2 2.0000 6. 0000 10. 000
3 3.0000 7. 0000 11. 000
4 4.0000 8. 0000 12. 000

If an MLwiN columnisassigned matrix dimensionsr by c thefirst r entriesin the MLWIN
column are taken asthefirst column in the matrix, the next r entries as the second column in
the matrix and so on. We can freely mix matrix columns and groups in the CALC command.

For example,
cal c g6=g5*. (~cl1l) +(c1+3)*. (~cl)
prin g6
C397 C396 C395 C394
N = 4 4 4 4
1 259.00 298. 00 337.00 376. 00
2 289.00 334.00 379. 00 424. 00
3 319.00 370. 00 421. 00 472.00
4 349.00 406. 00 463. 00 520. 00
The command MDIM shows any dimensional information associated with acolumn. For
example,
nmdi mcl

4 rows by 3 col ums

If acolumnisassigned amatrix result from the CAL C command the appropriate dimensions
for that column are set :

cal c c4=9g5*. (~cl)+(c1+3)*.(~cl)

ndi m c4

4 rows by 4 col ums

Square matrix inversion also is supported, as the example below, which simulates a data set

and does an OL Sfit, shows.

uran 300 cl [generate x's]

matr c1 100 3 [dinmension x's as a 100x3 data matri x]
gene 3 c2 [ choose [3=(1,2,3)]

nran 100 c3 [ pi ck normal errors]

cal ¢ c4=cl*.c2+c3 [form y::XB'Fe]

_ T 1,T
calc gl=inv(~cl*.cl)*.(~cl*.c4) [cal cul ate p=0(xx)"xy
prin gl [print B]

C393
N = 3
1 0.94252
2 2.0032
3 3.1838

We can also calcul ate the determinant of amatrix :
cal c bl=det(~c1*.cl)
5383. 7

Sometimes MLwiN stores only half of asymmetric matrix, for example the covariance
matricesin C97 (for random parameters) and C99 (for fixed parameters),and covariance
matrices output from the RESI command. The matrix operators of the CALC command
operate only on complete matrices. A symmetric matrix with half of its elements omitted can
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18.4

18.5

18.6

19.1

be turned into a complete matrix using the SYM function in the CALC command. For

example:
i npu cl
1
23
456
7 89 10
cal c gl=syn{cl)
prin gl
C392 C391 C390 C389
N = 4 4 4 4
1 1.0000 2. 0000 4.0000 7.0000
2 2.0000 3. 0000 5. 0000 8. 0000
3 4.0000 5. 0000 6. 0000 9. 0000
4 7.0000 8. 0000 9. 0000 10. 000
We can return a symmetric matrix to itstriangular storage form using the HSYM command.
For example:

cal c c2=hsym(g1l)

The diagonal of amatrix can beretrieved :
cal c c2=di ag(gl)

prin c2

c2

N = 4
1. 0000
3. 0000
6. 0000
10. 000

Command MATRIx

P WNPE

M ATRIx, declare data in <input column> to be a matrix with <value> rows and
<value> columns

Command MDIMension

M DI M ension, dimensions of matrix in <input column> {number of rows to <box>,
number of columns to <box>}
If boxes are not specified dimensions are displayed only.

Command Principal components

PCOM principal components
PCOM on <N> variates storedin C C C... {store eigenvectorsinCCC ...}
The output appears in output window

Multivariate-multinomial commands

Command MNOM

MNOM mode M short responsein C long response output to C, indicator variable to C,
reference category [N]
Sets up amultinomial response vector into 'long response output column'. See multicategory
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responseexample for details.

Mode 0 —unordered
Mode 1 ordered

Example:

MNOM 1 'a-point' c10c11 6
Name c10 'resp' c11 'respcat’
Iden 1 cl11 2 'pupil’ 3 'estab’
Addt ‘cons

Rpat11111

Addt 'cons

Setv 2'cons.12345'

19.2 Command MVAR
MVAR 1

Turn multivariate mode on,
warning: if aunivariate model is setup, it will be cleared.

MVAR1CC

Add C C asreponsesin amultivariate model. The responses are stacked into a column called
"resp” and another variable called "resp _indicator” is created and declared asthelevel 1id.

MVAROCC

Removeresponses C C from amultivariate model.

Example:
We can set up amultivariate model with three responses by

MVAR1
MVAR1"r1" "r2" "r3"
ADDT 'CONS

IDEN 2 'student’
SETV 2
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19.3

19.4

20.1

20.2

Command RDIST

RDIST response (in order) number N, type M
Specifies response type (M) for response number (N)

M =0 binomial, 1, poisson, 2 negbinom, 3 normal, 4 multinomial, 5 ordered multinomial

Command RPAT
RPAT N N...

Inamultinomial or multivariate model terms can have common coefficients across several
responses or response categories. The pattern of commonality is specified with the RPAT
command. Thus, in amultivariate model with 4 responses :

RPAT 1110

Specifiesthat any terms subsequently added with the ADDTerm command have common
coefficients acrossresponses 1..3.

RPAT

With no parameters specifies that separate coefficients are to be added for each response or
response category by subsequent ADDTerm commands.

Simulation commands

Command BOOTstrap

BOOTstrap
BOOTstrap sample <value> records from <input group>, results to <output group> For
example, if C1=(1 2 3 4),BOOT 1000 C1 C2 sampleswith replacement 1000 values
(rows) from C1 and outputs the results to C2. Note that the only situation where the non-
parametric bootstrap is always known to provide consistent estimators for a multilevel
model is for resampling of the highest level units. A paper on this issue can be downloaded
from the _mlwin web site.

Command BRANdom

BRANdom
BRANdom <value> random numbers to <output column>, from the Binomial distribution
with probability <value> | <probability column> and number of trials <value> | <trials
column> If neither <probability column> nor <trials column> isspecified, therandom
numbers are generated from aBinomial distribution with afixed probability and number of
trials defined by the second and third <value> parameters. |If either <probability column>
or <trials column> is specified, it must contain avalue for each random number to be
generated. Random numbers are then generated using these values in sequence asthe
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20.3

20.4

20.5

20.6

20.7

appropriate parameter for the Binomial distribution. It ispossibleto specify, for example,
variable probabilitiesand afixed number of trials.

Command CRANdom

CRANdom
CRANdom <value> random numbersto <output column>, from the Chi squared
distributionwith <value> | <df column> degrees of freedom If <df column> isspecifiedit
must contain avalue for each random number to be generated. Random numbers are then
generated using these values in sequence as the appropriate parameter for the Chi squared
distribution.

Command DRANdom

DRANdom
DRANdom <value> random numbers to <output column> using the frequency distribution
specifiedin <frequency column> Thefirst valuein <frequency column> specifiesthe
frequency of the value O, the second the frequency of the value 1 etc. For exampleif C2=(1
45) DRAN 500 C1 C2 will generate 500 numbersin C2, containing on average 10% zeros,
40% 1s and 50% 2s.

Command ERANdom

ERANdom
ERANdom <value> random numbers to <output column> from the Exponential distribution
with mean <value> | <mean column> If <mean column> isspecified it must contain avalue
for each random number to be generated. Random numbers are then generated using these
values in sequence as the appropriate parameter for the Exponential distribution.

Command GRANdom

GRANdom
GRANdom <value> random numbersto <output column> from the Gammadistribution
with shape parameter <value> | <shape parameter column> and unit scale parameter. If
<shape parameter column> is specified it must contain avalue for each random number to
be generated. Random numbers are then generated using these values in sequence asthe
shape parameter for the Gamma distribution.

Command HRANdom

HRANdom
HRANdom generate a hierarchy with unit numbers at each level taken from Normal
distributionswith meansin <column-1> and standard deviationsin <column-2>, storing unit
identifiersin <output group> Each of <column-1> and <column-2> must contain a number
of values equal to the number of levelsin the hierarchy. Thefirst row of thispair of columns
defines the sampling distribution for the number of units at the highest level. The second row
defines the sampling distribution for the number of units at the next level down which are
contained in each highest-level unit, and so on, down to the final row which definesthe
sampling distribution for the number of level-1 unitsin each level-2 unit. <output group>
must contain one column for each level in the hierarchy. Unitidentifiersfor each level will be
stored in successive columns of <output group>, starting with the highest level. If you wish
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20.8

20.9

20.10

20.11

20.12

to specify adefinite number of unitsat agiven level, set the corresponding element in
<column-2> to 0. A balanced hierarchy isgenerated if all valuesin <column-2> are set to
zero. For example, if C1 = (100, 5, 30), C2=(0, 0, 0), and C3 = (0, 1, 4), then HRANdom
C1 C2 C11-C13 will generatein C11-C13 the unit identifiersfor a 3-level hierarchy with
100 level-3 units, each containing 5 level-2 units, each containing 30 level-1 units.
HRANdom C1 C3 C11-C13 will generate a 3-level hierarchy with 100 level-3 units, but
the number of level-2 unitsin each level-3 unit will have aNormal distribution with mean 5
and standard deviation 1. Similarly, the number of level-1 unitsin each level-2 unit will have
mean 30 and standard deviation 4.

Command MRANdom

MRANdom
MRANdom a set of multivariate random Normal variates, each occupying acolumn <value>
long, with mean zero and covariance matrix in <covariance matrix column>, the variates to
be stored in <output group> <covariance matrix column> must contain the lower triangle of
the covariance matrix, in stacked row order. Means other than zero can be produced by
subsequent use of the CALC command. MRANdom aset of random Normal variates to be
added to the existing valuesin <input group> with mean zero and covariance matrix in
<covariance matrix column> the variates to be stored in <output group>. The number of
variate setsis equal to the length of input group.

Command NRANdom

NRANdom

NRANdom <value> random numbers to <output column> from the standard Normal
distribution

Command PRANdom

PRANdom
PRANdom <value> random numbers to <output column> from the Poisson distribution
with mean <value> | <mean column> If <mean column> isspecified it must contain avalue
for each random number to be generated. Random numbers are then generated using these
values in sequence as the appropriate parameter for the Poisson distribution

Command SEED,

SEED
SEED re-seed the random number generator using the start value <value>

Command SIMUlate

SIM Ulate to response column
Use the current model estimates to generate a new set of response variable values with the
same structure, assuming multivariate Normality of residuals, and place these valuesin
<response column>. For example, SIMU C100 will use the current fixed parameter
estimates to generate predicted response values for the fixed part of the model. Then, at each
level, the random parameter estimates are used to produce a set of residuals by random
number generation. Theseresidualsare multiplied by the appropriate design vector and
added to the response values predicted from the fixed part and the results placed in C100.
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20.13

An alternative form of the command useful when residuals are not all multivariate Normal, for
exampleinBinomial models,is: SIMUIlate { <value-1> {<value-2> ...}} <random part
column> In thisform, that iswith at least one <value> parameter, the command simulates
the random part only of the model. <value-1>, <value-2>, etc., specify the level(s) for
which residual s are ssmul ated before being multiplied by the appropriate design matrix to
form the random part at each level. The random partsfor each level are then summed and
output to <random part column>.

Command URANdom

URANdom

URANdom <value> random numbers to <output column> from the Uniform distribution on
theinterval (0,1)
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command egmi (missing data) 30 Command GSIZze 79

Command ERANdom 105 Command GSSZ 79

Command ERASe 55 Command GTABle 80

Command ERROr mode <value> 76 Command GTITle 80

Command Estimation of residuals 45 Command GTYPe 80

Command EVARIiables 76 Command GXCOI 80

Command Exclude 36 Command GYCOI 80

Command EXISt 76 Command GYERror 80

Command EXPLanatory 36 Command HISTogram 34
Command EXPOnential 20 Command HNORmal 27
Command Fact 91 Command HRANdom 105
Command FCONstraints 37 Command IDCOlumn 80
Command FDINput formatted data 33 Command IDENtifiers 38
Command FDOUtput formatted data 33 Command IMAC 80

Command FILL 54 Command IMATrix 99

Command FINIsh 33 Command INITialise 55

Command FIXEd 37 Command INMOdel 81

Command FPARt 37 Command INPUt numbers 33
Command FPATh <directory> 76 command integer divide 21
Command FPRObability 26 command interface 15

Command FSDErrors 37 Command interface - introduction 11
Command FSET 76 Command interface introduction 11
Command FTESt 38 Command ITNUmber 81
Command GADD across rows 20 Command JOIN 21

Command GALL 76 Command LCLO 92

command GBARwidth 76 Command LEAVe 88

Command GCLEar clear all graph sets. 77 command LEV1 39

Command GCOLumn 77 Command LGRId 38

Command GCOOrdinate 77 Command LIKElihood 39
Command GDIVide 77 Command LINK 55

Command GENErate numbers fromoneup 20 Command LISTwise delete 21
Command GERType 77 Command LOGAppend 98
Command GFlILter 77 Command LOGE logarithm base e 21
Command GGRId 77 Command LOGIt 22

Command GGROup 77 Command LOGOn or off 98
Command GIBBS 77 Command LOGTen logarithm base 10 22
Command GINDex 78 Command LOOP 81

Command GLSTyle 78 Command LPLOt 34

Command GLTHickness 78 Command Macro commands for updating the front
Command GMSTyle 78 end 81

Command GMULtiply 78 Command macro DOXXR 66
Command GPRObability 26 command macro example 82
Command GRANdom 105 Command macro FIXED 66
command graph highlight (GHIG) 78 Command macro ITER 67
Command graph label 79 Command macro KRON 67
Command graph order 78 Command macro RAND 69
Command graph scales 79 Command macro RUN 69
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command graph titles 80 Command Macros - a summary 12
Command GROUp 21 Command MARK 56

Command GSET 79 Command Matrices using the calc command 99

Command MATRix 102
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Command SEED 106
Command SEPRed 88
Command SET avalue 24
Command SETDesign 42
Command SETElements 43
Command SETTings 43
Command SETVariances 43
Command SETX 65

Command SIGN 24

Command SIMUlate 106
Command SINe 24

Command SJOIn 88

Command SORT 24

Command SPLIt 24

Command SPMC 88

Command SQRT square root 24
Command STARt 43

Command STEM and leaf 35
Command STKRank 52
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Command string button 88
Command STRIngs 88
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Command SUM 25

Command SUMMary 44
Command SUMRows 25
Command SUPPress arithmetic warnings 88
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Command SWITch 88
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Command TAKE 53

command TANgent 25
Command The CALCulate command 30
Command TIDY the worksheet 56
Command TIMEr 97

command TNRA 89

Command TOLErance 44
Command TPRObability 29
Command TRANspose 25
Command URANdom 107
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Command VECTorise 53
Command VFUN 44

Command VIEW text file 34
Command VMATrix 72
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Command weighting mode 44
command weights 44

Command WIPE all data from the worksheet 56

Command WMSG "message text" 89
Command WRAN 97
Command WTCOI 57
Command XCLA 90

Command XMATrix 72
Command XOMIt 65
Command XSEArch 65
Command XSS output block 72
Command YMATrix 73
Command YRESiduals 73
Command YVARiable 90
Command ZSCOres 29
Commands 15

Commands for version 2.0 14
Commands_for_use_in_ 2.0 14

Commend structures and definitions 13

Complex level 1 variation 92
confidence interval 52

Copmmand ZMAT 73

covariance matrix output 72
covariance matrix structure 92

create columns 54
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cross classification example 59

Cross classifications 62, 63

Cross classified models - implementation

D -
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data input 32

debugging macros 85

design matrix random part 73
Design of the MLwiN back end 12
DIC 90

divide 21
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59
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exclude level 1 units 36
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graph 36, 76

Graph Colour 89

graph label 79

Graph labels 79
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group 55
highlight 76

highlighting 36
highlighting on graphs 78
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INCO1 32
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Introduction to mcmc commands 97
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matrices using calc command 99
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MCMC 96
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modulus 22
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multiway cross classified example 58

MVAR 103 _ S _
- N - scaling graphs 79
shrunken residuals 41
Normal distribution 89 simulate 106
Normal random numbers 106 simulation example 82
NTOC 54 Store MCMC parameter estimates
numeric to categoric conversion 22 store standard errors 44
sumrows 20
_ O _ survival model 53
output window 15 - T -
overwriting columns 56
Tangent 25
_ P _ text label 79
Time 97
TLRA 89

Parsing text 18

Patterned variance matrix 92
pausing macros 86
Poisson random numbers 106
Prediction 47

transformation 15
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principal components 102 - U -
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probit 89 Uniform random number 107
PUPN command 95 unit identification 62

Put command 15 updating parameter estimates 87

updating windows 84
quasilikelihood command 40
variance function 44

_ R _ version 2.0 commands 14
random number distribution 105 - W -

Random number draw 97

Random number seed 94, 106 weighting units 44

random numbers 105 weights 44

ranking 52 WINBUGS 90

Ranks 96 Winbugs interface commands 97
realign data for missing units 51 Window Graph colour 89
Reducing storage overheads 64 Wishart distribution 97

remainder 22
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residual estimation with commands 45
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