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Background to CMM

* Cross-faculty statistical research group primarily
based in Education where we are a Research Centre.

* Produce statistical software packages, MLwiN and
StatJR with over 15,000 users.

* Also LEMMA online training materials with nearly
20,000 users.

e Historically research funded by the ESRC via several
programme nodes to a total of more than £5M in
the past 10 years

* See http://www.bristol.ac.uk/cmm/
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Stat-JR

* A statistical package developed by the team at the Centre for
Multilevel Modelling with colleagues at Southampton.

e Contains it’s own (MCMC-based) estimation engine.

» System based on the idea of a suite of templates where each
template performs a specific operation.

* Also allows interoperability with other software packages, so
for example might have a regression template that fits
regressions using various software packages.

e The initial TREE interface runs in a web browser.
e There are also newer eBook and workflow interfaces.
* Several ESRC grants have enabled Stat-JR to be written.
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eBooks

An electronic book is a book-
publication in digital form.
In the US more books are published

online than distributed in hard copy in
book shops.
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Statistical (and Mathematical) eBooks

 The idea is can we incorporate statistical content into an
eBook? Of course a statistical textbook is no different on
paper to any other document when it comes to creating a pdf
file (aside from maybe more equations!)

* The difference is in what ‘enhancements’ we can add and so
the idea here is combining the text book with the statistics
package i.e. interactive examples, allowing the user to include
their own dataset etc.
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Multilevel modelling with the 'tutorial’ dataset
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pages of eBook
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The tutorial dataset
ErExploring the tutori is eBook provides a orif contents (can be prial dataset.

dataset We are developing eBook t statistics. Theyre an interactive environment, and dynamic
content will appear tailore eXpanded / CO”apsed at
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Finish
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—Summary table of
tutorial dataset You progress through the each nOde) bcks atthe top and bottom of the page, or via the hierarchical

table of contents on the lelwrooororrorsomropooeooo oo 188 available as a result of your choices).

GHPlotting variables

m

EBook functionality is still being developed, so you may notice the odd thing here or there yetto be finessed (such as the large number of
decimal places sometimes returned!), but we nevertheless wanted to introduce you tc what we hope you find to be an interesting means
of exploring statistics, and we would very much appreciate any comments you have.

Densityplot
XY plot
Your choice of plot

] Note that there may be a short delay until all available contents on a particular page are uploaded - you can keep an eye on progress
—Cross-tabulation either via the gauge in the top-left corner of the browser window, or by looking atthe command window running in the background.

EHodelling the dataset | NB:if your eBook crashes, then you can reload the eBook by choosing Debug = Reload eBook from the black bar towards the top of this

E'Hv!odening e window. That will wipe you're previous choices, I'm afraid, but it will (hopefully) breathe life back into the software!

levels? A
The tutorial dataset

The tutorial datasetis one of the example datasets provided with the Stat-JR package (as well as with the software package MLwiN) and
is summarised below. This dataset was selected from a much larger dataset of examination results from six inner London Education

|i:*Comparing a 1-level
and 2-level model

Eartitioning varianc Authorities (school boards). A key aim of the original analysis was to establish whether some secondary schools were more "effective’
in a 2-level model than others in promoting students’ learning and development, taking account of variations in the characteristics of students when they
References started secondary school. The analysis then looked for factors associated with any school differences found. Thus the focus was on an

analysis of examination performance after adjusti intake achievements.

=rExploring explanatory
variables Exploring the tutorial dataset

We'll be modelling normexam as the response - as the summary below indicates, this represents the students’ exam
score atage 16, normalised to have an approximately standard Normal distribution.
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Summary table of tutorial dataset

Column
name

school

student

normexam

cons

standirt

girl

schgend

avsirt

schav

vrband

4059

4059

4059

4059

4059

4059

4059

4059

4059

4059

Plotting variables

Missing Min
0 1

0 1

0 -3.67
0 1

0 -2.93
0 0

0 1

0 -0.76
0 1

0 1

Next — Go to page
Max Description
65 Numeric school identifier
198  Numeric student identifier =
367 Students’ exam score at age 16, normalised to have approximately a standard
: Normal distribution.
1 A column of ones. If included as an explanatory variable in a regression model, -
its coefficient is the intercept.
302 Students’ score at age 11 on the London Reading Test (LRT), standardised
: using Z-scores.
1 Students’ gender: 0=boy; 1=girl
3 School gender: 1=mixed; 2=boys’ school; 3=qirls’ school
0.64 Average LRT score in school
3 Average LRT score in school, coded into 3 categories: 1=bottom 25%; 2=middle
50%; 3=top 25%
3 Students’ score in test of verbal reasoning at age 11, coded into 3 categories:

1=top 25%; 2=middle 50%; 3=bottom 25%
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Multilevel modelling with the 'tutorial’ dataset

1 2 3 4 5 Next — Go to page

Your choice of plot

Finally, here you have more flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook...

Type of plot: densityplot

Submit
about

..then, once you have made your choices, your plot will appear here:

Cross-tabulation

Here you can create atable of means and standard deviations for one variable, conditioned on another variable. The first question asks
which variable to condition on: a column will be produced for each value of this variable, and so for itto be a useful guide to your data itis

bestifthe variable you choose here consists of relatively few, discrete categories (e.g. girl, schgend, etc). If you dont want to condition on
any variables, you can simply choose cons.

What variable do you want to condition your columns on?:

school =

What variable do you want to produce means etc for?: school

[;_J =

14:50
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Multilevel modelling with the 'tutorial’ dataset

1 2 3 4 5 Next — Go to page

Your choice of plot

Finally, here you have more flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook...

Which variable would you like to use to construct x-axis panel:

schgend
Which variable would you like to use to construct y-axis panel: whand E]
ou want the variable name included in panel bar, or just the level: Yes

Submit

about
..then, once you have made your choices, your plot will appear here:

Cross-tabulation

Here you can create atable of means and standard deviations for one variable, conditioned on another variable. The first question asks
which variable to condition on: a column will be produced for each value of this variable, and so foritto be a useful guide to your data itis
bestifthe variable you choose here consists of relatively few, discrete categories (e.q. girl, schgend, etc). If you dont want to condition on
any variables, you can simply choose cons.

m

What variable do you want to condition your columns on?:

school [+]

produce means etc for?: ) =]

What variable do you want to

14:54
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Multilevel modelling with the 'tutorial’ dataset

1 2 3 4 5 Next — Go to page

>

Your choice of plot

Finally, here you have more flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook...
Which variable would you like to use to construct x-axis panel: schgend E]
= Which variable would you like to use to construct y-axis panel: whand E]
Do you want the variable name included in panel bar, or just the level: Yes E]
- Submit
about

@ce you have made your choices, your plot will ap@

Cross-tabulation

Here you can create atable of means and standard deviations for one variable, conditioned on another variable. The first question asks
which variable to condition on: a column will be produced for each value of this variable, and so foritto be a useful guide to your data itis
bestifthe variable you choose here consists of relatively few, discrete categories (e.q. girl, schgend, etc). If you dont want to condition on
any variables, you can simply choose cons.

m

What variable do you want to condition your columns on?:

school [+]

produce means etc for?: ) =]

N ] What variable do you want to
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@e plot you requested:

Your choice of plot

Finally, here you have more flexibility in specifying a plot of your choice. For more information on what the various options mean, please
refer to the PlotsViaR template eBook...

Which variable would you like to use to construct x-axis panel: schgend E]
Which variable would you like to use to construct y-axis panel: whand E]
Do you want the variable name included in panel bar, or just the level: Yes E]

- Submit
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Motivation for British Academy grant

 We ran a workshop demonstrating some of the new features
in StatJR attended by John Maclnnes and Rich Harris.

* Incurrent ESRC grant we have been developing Statistical
Analysis Assistants (SAAs) which are interactive eBooks that
assist you with your analysis.

* As a start we considered automating simple operations.

* John and Rich thought an excellent addition would be using
this for teaching and automated teaching material generation.

* The initial proposal was to do everything directly in StatJR but
this got switched to creating the materials to use SPSS taking
advantage of interoperability.
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The end product — what the
student gets

12 sets of practical exercises (pdfs) with 3
components

1. Takes student through a particular statistical concept
in detail, and how to implement it in SPSS, using a
specific data example (learning component)

2. A worksheet that asks the student to try out their
knowledge by applying the techniques to a second
dataset or set of variables (practice component)

3. Solutions to the worksheet (self-evaluation
component)

Centre for Multilevel Modelling



What the tutor gets

* The set of static practicals using our choice of data
example (PISA data as no restrictions on access)

* |nstructions to how to use the Stat-JR software to
tailor the practicals to their own choice of
datasets/variables

* Makes it quick and easy to

— Create a suite of discipline-specific materials for teaching
and learning

— Produce multiple versions of worksheets (with solutions)
on different substantive topics or using different data
sources

Bl University of
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Work packages

The grant has 5 work packages:

1.

Work package 1 consists of choosing topics and creating a single
set of static practicals with solutions

Work package 2 consists of extending this to allow the materials to
become dynamic and work with other datasets

Work package 3 consists of modifying StatJR to give QM teachers
tools to customise the materials

Work package 4 consists of complementing the practicals /
solutions with concept materials (learning component)

Work package 5 is demonstrating the materials to the community
via a workshop

B University of : :
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Work package 1

The list of topics is finalised as:

Describing categorical variables (summary stats and graphs)
Describing continuous variables (summary stats and graphs)
Tabulating data

Checking for normality

Two sample t tests

Paired t tests

Non parametric tests

Chi-squared tests

L 0 N o UL bk wbh R

Correlation
10. Linear Regression
11. ANOVA
12. Multiple Regression
Bl University of
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Work package 2 (and 1)

* In practice we have constructed the dynamic materials first
and from them used test datasets to construct static files

* At this stage we have drafts of at least parts of all the 12
practicals with a little bit of tidying required.

* In the next couple of slides we show a few screen shots to
give an idea.

e Basically the practicals contain contextual text in terms of
interpretation of the output but not the data context.

* When the materials are complete we intend to then construct
a set of static materials using the PISA data and show how to
add more data context.
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Work package 3

* The first two work packages are largely concerned with content
construction whilst work package 3 involves improvements to
StatJR specific to this grant. There are three main areas covered:

1) Better Interfacing with SPSS — initially it took 30 seconds per SPSS
call to use system. Now once started most practicals can be
constructed in under 10 seconds.

2) Improving the eBook writer interface — We will talk about in the
next slide

3) Improving Exporting of eBooks to PDF for printing — initially the
eBook interface was great for screen display but poor for printing.
This has improved to keep SPSS outputs on single pages and to
ensure they are rendered appropriately
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eBook writer

The first stage is to choose the appropriate template — which aligns
either with a full practical or a part of a practical and to choose a

' ) Seens > \-_j
. C 0O O ecabhestis » o BB ?
# doze B MAne=Wekome @ teranedbee [l e Boggens [ Commocockbeg . W Fromemadel reete. [ The dtemc — Nues W0 B0 Menz - Home Sattrerizew Aurs "

The QM teacher then chooses the particular inputs that correspond
to the variables to be used in the practical.
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eBook writer

StatJR then creates lots of objects including SPSS outputs, contextual
text describing the outputs and blocks of instructions for using SPSS
as illustrated below.

e o o e
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There is also a single combined output that puts these objects together
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eBook writer

The QM teacher can then piece together the objects in turn as shown below:
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This allows them to add additional dataset specific contextual information
and to construct practicals without solutions by omitting specific objects.

% University of

N prIsSTOL | Centre for Multilevel Modelling



eBook writer

The other option is the instantly combined object that does the combining
work for the QM teacher but is less customisable:
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eBook writer

Finally in the eBook (DEEP) system we can see the final product and
print to PDF file.
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Current Practical 1

« Covers descriptive statistics and graphing of
categorical variables

* Requires as input 2 categorical variables

« Tabulates the variables and explains percentages and
missing data

 Plots bar charts for each variable separately

 Plots clustered bar charts for one variable clustering on
the other

« Repeats this using percentages instead of counts
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Descriptive statistics for categorical variables practical

Welcame 10 the first descrplive S1assics prachesl n which we will look at how 10 nveshgate calegencal vanables - SPSS. Categoncal vanables can take only predelined values (0 calegones) and can be of two types
- nomnal and ordingl For nominal variabées each calegory has a name Dut there 18 no natural order Lo the calegones foc example categones coukd be colowr chowce whece £ might not make sense 10 describe the cokur
red K somehow come betwesn blue and gréen n an oardering Ordnal categones by conltast 4o have 8 natural ordenty] fod example the Calegones could be the opinons on an ssue wilh the categary neulral besny
naluraly found i an ordenng between agree and disagree In this practical we will Simply 100k &t summanes and plots of categoncal varabies INat pply equally 1o both nomnal and ordinal vanables In this practical we
will look &t two categoncal variables the first variable s female which has 2 categonies: Mo and Yes The second vanabie S freqread which Nhas 5 calegones Never [ass than once & month, Al lkas! ance a morth, At
iast once & week, and Most days We will begin by locking &1 how lrequent the vanaus categones for female are by cheosng the folowing in SPSS

« SelgtF from the Descripth e satida foom the Analyze menu

« Copy iha Child is Semaklamsiy] aeatis wia i Variahh(s) box
o Chek 0n the OK 2ution 20 prodade Ihe tabics 23 shoen Dalow.

Two tatiles will now appear in the outolt window. The Tist s raally Just a count of number of cbservations  the datased and how Many e Missing for the variable female

Stamsacs

Chad s fervguie

N VW 12
U 0

In this case we sea there are No Missing observabons for tha female variabie and all 120 vakues are vald | the sacond tabie we can sae a list of the differant calegories in the data and ther Yeguencies

it o fenale
Fosgimrcy | Portant | Va0 Portdt | Cumulnton Pertan!
e L o “2 "2 "W
Yo a “n wa 000
et 20 1mo w0

This second 1able has 5 columns which we will now describa The first column simply gives tha categones for the vanable, female so that we can ted what each row refers to In the second commn headed Frequencies
wa get the actual numbers of occurences of iha vanabie and 50 we soe that thera are 59 occurances of Mo, and 1 occurences of Yes Thss is a useful summary as we can compare tha counts winin the dataset We
might however not simply be interestad in this dataset in isolabon and so it s often usafid 1o convert thess counts ino percentages and this s done in column 3 Here we e that we have 49.2 parcent of cbservations
&re n category Mo, and 50 8 parcent of obsarvahons are in category Yas 'Wa have no missing data in this vanebla and so the fowth column simply replcates the third column as a# observations are vahd Fmaty n the
fifth column we ook at cumulative percantages so that we sae that 49 2 are m the frst category. and unsurprsmgly 100 percent of valid obssrvations ars in one of he 2 calegones

We can now repeat thes for our second vanabie freqread and to do this m SPSS wea do the following

+ Seiact B, hom = Legacy Dinlogs submeny svaiable bom e Graphs meny
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v Tns docume s ihe Here we see that each catagory of freqread = grven @ bar of 8 diffecent cofour <0 that oo tan by eye compare each categary of freqread for different cataganes of female. So for exampie we see whan How oftan
dput M ihe vy chvid reads for pleasurs takes value Never, then there are 11 observations whece Chiid 1s female takes value Np, and 1 obsaervatons where Chid s femaks takes value Yss
TH1Y e . As with the treguency lables earker it 1s often easisr t0 ook al parcentages than raw counts 1o make compansons and so in this case If we want 10 see whather the distribution of female s the sama for different

Prschiesl 1 categones of variabis freqread we can do tha following n SPSS

aeliead

pehie « Once agan select Bar.. bom he Legacy Dlalogs sucmena avardabie bom me Graphs menu
Pintteal & - Chéching t « Kaep the thoces o Clustered an Semmaries for groups of cases before cickeng on Define
NN + Waep the Chil is female{fermate] camatie » the Category Axis bos
PARLREal 5 - INdepender + ¥aep the How often child reads for plessure]fraqread] swmatie o the Define Clusters by tox
Sargles | i + Selnct % of cases i the Bars Represent chowes.
PiBtocMl § - Pasred Tiest + Chck on the OK Sution 1 produce the graph as shown below,
Pt '] |

IRy 1 -

aebieal 70 » The How ofen chod raads
F r 100 1% for prasrs
Vi Ser Rank vy
Pt sl Tw Gk Leax tum once = rorgs
o toe A ast orce 3 vorth

v E-ﬂ'iﬂv‘((l oot

4 A0 J VST Beet

20 0%

Percent

]

1
—]

20 0%

Chad Is female

Here we sae Ihat now Ihe bars represent the percentage of each categary of freqread that are found in éach category of female So for axampie If we look again al Ihe cases whece freqread takes vakie Never Ihan
61 T parcent of observahons have female taking value No, 8nd 8 3% percent of obsarvations have female taking value Yes This ends our practicsl
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Current Practical 2

» Covers descriptive statistics and graphing of numerical
variables

* Requires as input 2 numerical variables

« Shows summary statistics and frequencies (may drop
this) for the variables and interprets them

 Plots histograms for each variable separately

* Plots boxplots for each variable separately and
explains how they are constructed.
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Descriptives statistics for all variables practical

i ]
Finches in this descnptve statistcs peactoal we will expand our iIrvesbgation of vanables 1o include continccas varables. We wil look at how in SPSS we can obtain some summary statistics thet describe the dsinbution of
it M

pethe Al

variables both in terms of measuses of location and speead Wis wik also ook at how we might summarss these vanables graphically. We will begin by iooking at how 10 use SPSS 1o get summary stabstcs for our fest
vanabks, esteem

N oo + Seictf s from the Descriptive Statistics cwistie from the Anafyze menu
TN + Copy the Rosanbery Self-Estoen Scate{estmem] cariabie wis the Viriatde(s) sos.
« Chck o the Statstics tution 1o 90 1o the sintstcy scroen
gy « Hece we need 10 seiect ALL e summary statabics thal we aee rievested m lookng atf
Heat 7 . The + Seiect Mean, Madian and Mode from under Central Tendency
¥ ©5 + Selact Sad. devigtion, Vartance, Range. Msmmum ans Maximwem tom onder Disporsion
+ Fmaly Selact Quantiles from urder Percentile Valuns
« Cick on the Continue botion (5 retam 13 the =an window
« Clek on the OK ution %0 prodice the tabies w shown below

The first table contains all the summary statishics that we requestad for the variable as shown belaw
Sunsucs

fosaroep SefEstsom Staw

N \ae »
Vasng 1
Vearn
Voar 1250
vooe n
St0 Deviaton ' 547
Vartarce 3T
Sarge s
Mewrum s
]
Sacerties 2% 1190
™ 190

; % University of
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v Histogram
n - s
Van = 224
m Xz Dav 1%
LR
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o 100 1000 1500 o

Hours per waek spent on homework (tarm time)

o Seiect Boxphit hom the Legacy Dislogs sy soatatie from i Graphs menu

o We wart b chooss Simple and S Von uf s iatdus o P cplom b

o Nocf ok on Dol W st g the box plst

o Copy the Rosetiberg Sell Eatwern Scafn[natwenn] cariabile 140 the Baxss Represunt: box
o Ignone B resd of the cptions sad clies o The OK buton 1 producs e Gragh #e shawn below.
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Current Practical 3

« Covers tabulations of variables

* Requires as input 2 categorical variables

* Produces a simple cross tab of the two variables and
explains the numbers

« Covers percentages and shows what the 3 possible
percentages in SPSS offer you — row percentages,
column percentages and total percentages.

% University of
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Tabulation practical

in thes prachcad we wil take a frst look at the cross-tabulation opbons in SPSS. Cross tatulations am usalul for summarnsng the relatonshps batwean pars of catagancal vanabies Here we will Socus on just ona pair of
variables, ethnicity and freqread We will begin by parforming the simpia cross-tabulation using the SPSS instructions shown balow

+ Select C 0s.., from e Ly sbmory from fne Amalyze meny
« Copy the Child's ethnic originfethniciy] varisiie mo the Rowds) box

+ Copy the How often child reads for pleaswreltreqread)] «amatée rto me Columajs) box

* Chck om the OK tution 1 prodete the tabie a5 shown below

Crelel's tec onign * How ofen Chlkd reacs Jor phoasurs Crosstatulatica

Sow 0G0 Chid 1eads L peasue
Nronr | Lem thee gree @ Mot Al maat gree 3 mont AC m3s! OV A Awed Mol dare =
Coigs sttres g Wi L) r 2 M 3t ]
Ancys 0 ] 1 ) ! 2
Bk 0 0 9 1 i T
Ot 3 ] L]
e 3 Y ] n o 1ne

This smple cross 1abulaton simply l0oks at the columns In thea full catasat and looks at haow many imas aach combdinaton of our two categorical vanables appears. S0 we can see that thare are 10 occurances whare
ethnicity takes value \Whae and freqread takas value Naver This is out of 90 cccwrences i toted where ethnicity 18kes valua White and 12 occurences o tofal where fregread 1akes value Neval

From ths table we can ses that when ethnlcity takes value Whnite there are mare Insiances of freqread taking value Never fan value Less than once a month. This may ba bacause overal thers are mors instances of
freqread taking varus Never than valus Less than onca a month It can be heiptul In undarstanding the mdividual ced counts %0 ook at how ther relative freguencias withn a pamcular row or column compars 10 overall
relatve frequencies for all rows and columns To do thes we look at percentage valuas as wall as counts and we will do this frst for rows by fodowing the nstructions balow

* SsiecrC from the Dascriptive St webtrony from the Analyze mami
+ The Ruw and Coiurme varables shoud be aveady chosen 5 Chek on the Cefls.. tutan

« Cack om the Row sckbox S50 under the Percentages section

« Cick on the Continue bution 1o retem 13 the man wndow

« ek on the OK bution ta groduce the table 25 shown helow

Chld s emnic ongn * How 0Nen CHIS eads for pleasons Crosslabalatios

oW OO0 LY a2 A pedicre
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¥ I8 ocumese comans the This compares with the ovarall dstribution of freqread wnece 10.2% (or 12) take valua Nevar 589 (or 1) take valua Less than once a montn, 11 0% (or 13) take value At least once a month, 27 1% (or 32) take value
NG L4 A least once 8 week and 45 £% (or 54) take value Most days So for axampie we see that whan ethnicity takes value White thare 1s a greater parcentage (11 19 t1aking category Never than on average (10 2%) We
can now ook at columns nstead of rows va the Sallowing

a1 + Select C from the Descriptive Statistics sobomeny avadatie from ine Analyze manu
: o The Row and Coteme vanabies shoold be sivesdy chosen 30 Chek on the Cefla.. tuticn

+ Hemowm the Row tckbax and mameas tick on the Column texbox under e Percentages secton
« Cick on the Continpe betion 1o retem 12 the man window.

ALTEA 5 - INBSDRn ey + Cick on the OK bution to produre the tabie 38 shosn below
S ges |
ot &l & - Patad it CHid's @9 cogin * How OMen crell (eaas 1o sleatine Crosstabuaion
Plmeal h HOW 00N TR0 18a25 1 Dedauts
NTRINE
BEL » Nyt Less ban oree Amontt | Al leastorce 3 ot | A gt once 2 wess | Most dyyy T
W Cxon S Rank B4 Chidsetmc orign. @nte  Coort @ 7 2 M ™ =
£ i\
y ' W W How offes oha teade for peesite | B3 0% 100 0% 0I% mos wes | s
i
: Az Courm & 0 ] ] ' 2
prtead 0 v
athem 10 Nt How offer SN teade Ax Dlesxte 00% 00% TS g TN 0%
Rk Back  Coorm 0 9 ° 3 ‘
4 "1
N wan Mow tfies coF eady A Deowire oos oos LR s TN aes
Orw  Cogr 3 0 0 2 I ?
T How 0t CHIE SadY T PeaRte 16 00% 00% LE oas Tes
Yoty Coum 7 ] 1 0 LY "
T wEN Migw SR SRS teeds N DAk 100 0% 100 0% 100 0% 100 0% 00 0% W00 0%

This new table contans the same information as the last tabie but this the parcentagss undemaath each count are column 1ather than row parcantapes These percentages reprasent what percentage of the
observabons in each column are found m each cel So we sae that when freqread takes vaiue Naver than for ethnicity 83 3% (or 10) take value White, % (or ) take valoe Asian 0% (or D) 1ake value Black and
16.7% {or 2) taks value Othar

This compares with the overall distrbuton of ethnicity where 70 3% (or 80) fake valus Whita, 10.2% (or 12) take vaiue Asian, 5.0% (or 7) take vatue Black and 7 4% (or 0) take value Other. So for axampss we sae that
when freqread takes valua Never tham is a greates percentage (63 3%) taking category White than on average (76 3%) Finaby for compiateness we can look at total parcentages as follows

* Ssiec1C from the Deascriptive St from the Amalyze memu
+ The Raw and Colume vanables shouet b= aveady chosen so Clok on the Cells.. tution

« Remown ihe Colume hokbox and nsiead ciok on the Total Sckbox wnder the Parcentages sochon
« Cick on the Continue bution 1o retam 13 the man wndow.

+ Cick on the OK Bution ta groduce the table 25 shown below

lé"['{‘fsrii%’fd Centre for Multilevel Modelling




Current Practical 4

« Covers testing if a variable is normally distributed

* Requires just one variable as input

* Plots a histogram of the variables and interprets
whether the histogram appears to be skewed or not.

* Then performs the Kolmogorov-Smirnov and Shapiro-
Wilks tests and explain output

 Finally shows a QQ plot and explains what to look for in
terms of normality.

%’f{fsri'[fgi Centre for Multilevel Modelling
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v i , + Select Descriptive Statistics %om 1o Analyze menu
raingbiain + ek on the Reset buton
Pt ‘.", « Copy the Hoors per week spomt on homework jteem timaj{hours_tiwk] vanables o the Depeadent List: box
setiead « Cack on the Piots... buttos
" | « On e wreon 13l sppoars seoct He Histogram noe box
Practical 4 - Checking + Unselact the Stem ond leaf busos
for marmalty + Seiect the Normalty plots with tests btior
PIRCHEM 5~ Indepmndery « ek on the Continue botton
rghes | let « Cick on the OK tution
Pl 7a - The Ma Wea wil frst iook at a histogram of the vanable. hours_hwk. This can be found in amongst the set of outpul cbjects and looks as follows
Ny | Histogram
PrB T bl ] Ve n 228
00 1 m ¢ Dev =219
LAY
e
prhem 10
seeal 1
actieal 1 -
o
™=
v
H
4
4
L.
Al
= =
o 1 Y T
w0 500 W00 S0

Hours per week spent on homework (term time)

Idealy for & nomat dsiibulion s hstogram shoud lock symmetnc around the mean of e distnbuton, in s case 2.2405 Ths distnbuton eppaars 10 be sgniicantly skewed 10 the nght We wil naxt look &t a8
statistical test to sée If this backs up our visual mpressons from the histogram

% University of
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v Y "
1puls  Ihe Vel 23 sermogruy-Settovt Sracto-AlL
Tents aresn s < | Ts P "5 i 1
" S | & | By | Suns | o | Sg
AL 3y (et -
' 4 HOUTE D8 WORK SSOTE 0N hOMEwOs (orm bime) Xl nz | 0@ TaE | N2 | 0
Prthie |

el 3 Uietors Sgnficance Comecson
ey Both the Kolmogorov Smrnov and Shapro Wik tests produce test statistics that are wsad (aleng with & degrees of freedom pacameder) 10 1est for normality Here we sée tat the Kolmogorov Smimay statistic takes

.:.W: 4|.- A vidue 264 wihilal e Shapiro-Wilks statislic takes value 745 Botn tasts have the same degreas of [reedom which equals the number of data ponts amely 114
"ol ARy

AL 5 NS dar Althowgh SPSS quotes the p value (quoted under Sig. for Kolmoegorow Smemav) 85 0 11 1S not exactly U and is in 1act simply smaler than 0 DD a5 SPSS 15 quoting Me first 3 decimal places We therefore have sgmnbicant
reles | gs eddence to reject e null hypotiesis that the vasiable foliows & noimal distibution. The Shagiro-Wilks p value agrees with the Kolmogorov-Srrnov p valie tal the nall nypothas:s can be rejecied

Although both these s1abstcs 1ell the resaarcher whather the dsribution foliowed by a varable is statistically signficantly different from a nomal distribulan one showld take care In ol ovednterpietng such findings
Significance will be strongly effecied by e number of absenations and 50 anly a amad discrepancy from nomaily will be deemad sigrficant for very large sampke 265 whilst very large dscrepances will be required
e 10 reject the null hypothesis for small sample si2es

To complete our practcal on chacking for noemality SPSS alse produces a Quantile.Quantle (or QQ) plot that can be seen below

Normal Q-Q Plot of Hours per week spent on homework (term time)
¥

a4

Expected Normal
'1

2

Observed Value -

llélfi\fsr:is\()()lf, Centre for Multilevel Modelling




Current Practical 5

« Covers independent samples (2 samples) t tests

* Requires as input 1 response variable and 1 grouping
variable (note template can do several at once)

* Practical runs the 2-sample t test in SPSS

« Then displays the summary statistics and the test
tables that SPSS produces and interprets this output
appropriately

« Practical also gives interpretive text as to how one
would report the findings

« We intend to extend practical to include an error bar
plot.

%’f{féfii‘(;;_ Centre for Multilevel Modelling
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AL SRy Cw e In s pracbced we e gong 10 investigale how 10 perform & 2-sample Llest sng SPSS. A 2-aample -1t & used when we have an nlenal of rabo level vanable measured for all observations = 2 groups and we wanl
nibeal 1 10 lest if the mean of thes vanable s dilferent n Ihe two groups The est assumes (hat (he vanable s normally disiributed in both groups. To run 8 sngle test in SPSS requires tiat your dataset has one cokimn
Pt conlaning the variable 1o be tested and anathet column of the same length with the groups idantded We will hece focus oa the case wheee he groups aco idenbified by speciic group codes athough it is possble 10
X 0OR &40 use & sacond contnuous vanable for groups snd specify ranpes of the variable thal cormespond 10 groups 1 1s 350 possible 10 st for group dilferences in séversl vanables smultanegusly

| ' ' o

nannan Here however we lest anly one variable readscore

Practeal § - Independent o
Simpies  best Below you will 36e instructions 10 perfocm the Liest n SPSS I you follcw the nstructiond you will see the two 1abular outputs thal are embedcded in the explanations below
« Salect Compaes Means from e Asalyze manu
« Sedect Indapendon-Sampke T Tast_ Pom he Compare Means s.b-man
Praetieal 75 s The o Chekon iha et tuton
e cinded Sicon ik 3¢ « Copy e Reading test scorelsiadscors] variaties 40 he Test Varlabials): box
Practieal 8 - Thw Cnb « Copy the Chitd is femalejfemaio] \amadis r10 the Geouplog Variable: bax
' Chek on the Defies Growps. . buton
ek an the Use specitied values bunon
N 10 Type 0 o the Growp 1 box
el 1 Typo 1 i D Growp 2 bax
eheal 1 Cick o0 the Continue bution
Chzk on ihe OK putian

®
e sk

The first SPSS output table Contains summary slabkstcs for afl e vanables considered spit by group and can be seen balow

Gvoag Sutintks
Cattmtange | N | Ve | S0 Oeviston | St e Mesn
Noagng Mel scow N T 43 400 e 818
b " AL R 0 1% o0

The summary statistics table comains 5 cokimns and 1 row for @ach group in each vaniabie to ba tested. After tha first column whych contans the name of each dependent vanable and group catagones we next see the
number of valkt observabons i each group 1 & cases with a vaid value of readscore. Hare for tha group indexad by female = No_ we hava 53 obseryations and lor female = Yes thare are 55 cbservatons Next we
s8a that the mean of tha vanable readscore for the group wan female = No is 108 42 whitst far the group with female = Yes it 1s 115 04 Hence tha group with female = Yes has the bgger maan and ths 1est wil now
estabash if thes distance = stabstcally ssgnificant

In the naxt column we a6 ths standard deviations for readscore varable in thas two groups As we will 583 in 1he nexd table there are two versions of the tast dapandng on whether tha varabdity (and thevedore the
standard daviasons) in the two groups can be assumed equal or not. In this case e standard hon of read: o ‘when i = No is 33 600 whitst for female = Yes it 15 30 328 So there 15 sightly mora vanabty
among female = No than female = Yes But s the dfference bag enough to viclats the assumption of aqual variances? In the final column are tha standard errors of the means for sach group Whidst the standarg
daviations measure the vanabity n fie data the standard aroes of the means measwres how confident we are in the estmates of the means As we collect more data the standard error of the mean gets smaller as we

gat o olent 0 if 0 ac a2 0 ! a dor the oelaed grrar of 1h

Bt University of Centre for Multilevel Modelling
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among female = No than female = Yes But is the dfference by enough ta violate the assumption of equal vanances? In the final column are the standard errors of the means for aach group Whist the standard
Gaviabons measure tha variabity n e data the standard arors of the maans measwes how confident we are In the estmates of the maans As we collect more data the standard enor of the mean gets smaller as we
gst more confident in the mean estmate and n fact the formula for the standard ecror of the mean = standard deviation ¢ square root of N In this case ®ie standard ecror of tha mean for readscore when female = No is
4 615 whdst for female = Yes it = 4.001

The second SPSS output table contains detasts of the test tsel and can be seen balow

MOspandest Samples Tual

Lavinws Teal fr Equasty of Visiances I-3esl fer Bouany of My

5% Contigesce intenvdl of e Deference

F 53 ) o 25 (2% | Mean Dfwares | 512 Evoc Oftasnds Lowe Ut
REA0ng Nl 5o S0ual Vantes asumed 115 20 | 1583 106 m L8 8156 21325 2583
Equal vatances 50t dsomas <1580 | 103 (b GEN g167 21851 2800

The above table n fact captures two fests

The first tast is known as Levene's tast and tasts the assumption that the vaniabiity m the t0 groups ts equal and if this 1s not the cass then a skghtly differant 1-4%est = performed The two rows of numbars m the nght of
tha table correspond o the two different versions of the test We decida whch one to report dapend on the p-value (labalied Sig m SPSS) of Levene's tast The null hypathasis of Lavene’s test 1s that the varances (and
SDs) m the two groups are equal m the population Whan this 15 trua, the Levana's tast statistic fallows a standard statstcal distnbuton called an F astribution  Higher values of the F-statstc ae assocaied with a
lowsr likelihood that the sample did mdesd come from a populaton m which the nul hypothesis is trua In this case the F statistic has value 1 131 and SPSS calculates tha corresponding p value for this statistic which s
290 Highar vales of the F-slalistic e associated wah a lower lkelhood that the sample did ndead comae from a population n winch the mull hypothesis = true. This p value being greater than .05 does not give us
strong enough evidenca 10 reject the hypothests of equad varances so 'we usa the top row of numbars to tha right of the table

So if we now ook af the 1op row of numbars we will start weth the colimin headed mean diffarence Here wa see the value -8 621 I you loak back at the summary statstcs table this value 15 calculated by subitractng
ono mean from e other Naxt to the mean difference is the standard ecror of the diffeconce Thes hare has the vadue 8 156 and is calcuiated via @ formula fram the standard errors of each group and thor respectve
sampio sizes Worlong back 10 the start of the row, the column enbitied t s the statisbc used in the ¢ lest and 1 like F is a standard statisbcal distribution The | stalistic = calculated simply by dividing the meen ddference
by s standard error 50 -8 621 /6 156 = -1 563 Next 10 1 s 8 column labolled ¢f which stands for degrees of roedom end is @ paramaler used 1o choose the cortect | datdbution for the slatstc When we can assumo
oqual vanances then the degroes of feodom equad the number of chsecvatians - 2 (108] as wo havo used 2 dogroes of freodom in asSmatng 2 means

The column labolied "Sig (2-tated]” containg a test of the nul hypothesis thal the means of the readscore variablo in the two groups are the same By default the fwo-lailed lest roported uses & nonditechonal
pllemetve hypothess It gives the prabatiddy that ihe data i Ihe sample came fram & populahon in which the group means are truly equal when ether a positive of a negative difference between sample group moans
15 evidonce agans! hal nul hypothess To condict & ane-taled st in which the allernalive iypothesis specilies 8 pamicular deection 10 the diference, we would Smply haive the p-valoe provided by SPSS

We can reject the null if there 1§ sullicient evidence tat the mean of Group 118 aither igher ar lower than the mean of Group 2 SPSS looks Lockung up the | stahishe m the appropriale tabie gves Ihe assocaled p
value associated with the calculaled Lstalistic and degrees of freedom Locking up the I sianstc in the approprate tabie gives the associated p value in ths case 121 Here we see that the p value s grealer than 005
and herelore we cannot rejact the null hypathesis that the two groups have the same means Finally we can see the 95% conflidence intenval for the diference which runs from -21 825 1o 2 583 Here we see (I containg
the value 0 backing up ouf Talwe 1o repect the nub hypothess

In conclueson, we could report TS 1o @ raader as follows Mean 1est scores wera ugher amang female = Yes (N=55 M=118 04 SD=20 338) than female = No (N=53, M=108 42 SD=33 600} Levene's 18st was nol
gble 10 reject the null hypothess of équal vanances between the (wo groups (F=1.131, p= 200) so an unadjusted version of the mdependant samples 1iest was chosen The dffsrence n means (diference = .9.621)
was not stat<stcaly sgnificent. 3§ 106) = -1 563, p= 121

soout
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Current Practical 6

« Covers paired t tests

* Requires as input 2 variables to be tested via the
paired test

* Practical runs the paired t test in SPSS

« Then displays the summary statistics, correlation and
the test tables that SPSS produces and interprets this
output appropriately

* Practical also gives interpretive text as to how one
would report the findings

« We intend to extend practical to include an error bar
plot.
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Practical 6 - Paired t test

In thes peactical we are gong %o nvestigate how to perform & paired 1-1est using SPSS. A pairod 1-est s used whea we have twa intorval or ratio level variablo measured for all obsecvstions in & dataset and wo want 1o
test if the means of these vasiables are different The test assumes it both the varables are normaly distributed . To run @ single test in SPSS requres thal your dataset has two separate columns containing the two
viwiables to be tested In fhes Stuaton we could pesform & standard 2 sample 1-test by reshapng 1he two varnables indo ane long varnable with an sccompaming indicasar column that defines which angmnal varablo each
chservaton refers 1o bul this would be a less eflicent test as it does nol take account of Ihe paired nature of the data Although the SPSS dalog box Kr the pared 1 test can perform soveral tests 8t once we wil here
focus on one lest and wil lest the two variables, conduct_sdq and hyper_sdq

Below you wil see instructions 1o perform the paired ! lest in SPSS 1 you folow the instructions you will see Ine three labular outputs Ihat are embedded in 1he explanations below

« Salect Compars Means foe the Asalyze mans

« Sdect Palred-Sampies T Test.. dom ihe Compars Means sob-mar

« Ohek on thi Reset tuton

« Copy the SDQ Conducs Discedes Sub-scalefeonduct_sdgf vanatio oo Do Vackblet: bo for Far 1
« Cozy the SDQ Hyperactisity Sub-scakfbyper_sda] vaniable 110 16 VariebluZ: bos Y Par 1

* Chek on tha OK sution

The st SPSS output table CoMains summary siabstcs for the two variablas to ba compared and can be seen below

Faired Symples Stabsiics

Wear | N Fd Deviston
Par | 200 Condixt Dsoder Sebacan &l 133 2
500 Myperactet) Sus-acme wim 2o 1%

The summary statistics table comains 5 columns and 1 row for éach of tha o viriabia %0 be tested. Aftar the Arst column which contains the name of each vanable. next we see that e maan of variable conduct_sdq
1s 60 whvist the meaan of vanable hyper_sdq s 2 22 Hance the vanatie hyper_sdq has the bigger maan and the 1 1est will now establish if thes difference s statistically sgnificant We next see me number of vald
cbservations for each variabie, | e cases with vald values for both conduct_sdq and hyper_sdq Here 'we have 119 valid observations for both vanabies

In tha next column we sae the standard deviabons for conduct_sdq and hyper_sdq In ths case the standard deviabion of conduct_sdq s 1.323 whiist for hyper_sdq it = 2611 So thare is sightly move vanabiity for
hyper_sdq than conduct_sdq 'n the final coumn ara the slandard emors of the means for each group. Whilst the standard dewations measure the vanabaty in the data the standard armors of the mesns measuras
how confident wa are in the estimates of the means As we collact more data the standard emror of the maan gets smaliar as wa get more conbdant in the mean estmate and In fact the formula for the standard arror of
the mean = standard devation / square root of N In thes case the standard emror of ?ie maan for conduct_sdq s 121 wheist for hyper_sdq # 15 230

The second SPSS output table contains miormation on the correlabion batwean the two variaties 1o be compared and can be sesn baiow

Paired Sargles Corralaticas

N Comastin | 59

Far ' 800 Contutt Dsorowr Scbae & 200 Hpseacuwly Saacas | e en | oo
The coredation batwean two vanabias s 2 single number that descnbas how related thay am © sach athar It Is represented by 3 cormalation coeficent which 15 a numencal vake to dascribe the corralation
Corralasons e betwaen -1 and +1 with a positve value meanng that in general that large valuas of the first variabla are more lkaly to ba obsenved with larps values of the second varabie and convarsely small vakies
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Patred Sarrpien Correlations

N Corrwator ]

Par  B0C Contict Dnoroe Sut-acaw A 500 Mpwactvly Suc-acee | 113 wr | oo

The comedation batwean two variabias 15 a snple number that describas how related thay are % each other It is represented by a correlabon coefficient which s a numsncal value to dascrive tha corralation
Correlations e batwaen -1 and +1 with a positive valua meanng that in genecal that large valuas of the first yanabls are more lkaly to be obsaned win large values of the second varabie and corvearsaly small vales
of the first vanable are mors skedy to be obsarved with small valuas of tha sacond variabéa In tha case of a negative corralabon the opposite is true and farge valuas of the frst vanable are more |ikely %o be observed
with smal values of the second vanable and conversely smal values of the first varable are more Ikealy to ba observed with larpe values of the sacond vanable A correlaton of 0 means thare & no (wnear) refationship
batwsan the vanablas 'We will cover corrslabons in more detail elsewhere but hare SPSS is gyving out a dorm of corralabon known as a Pearson corelation Here we ss6 that the coralation betwean conduct_sdq and
hyper_sdq = £27 1t is halpful to ook at the corrslabon betwean the two vanabies hara as typicaly a pared 1-est = more usaful than a 2-sampia t-1est when there 15 3 positve cormalation betwean the two varabies as s
tha case hare SPSS aiso gves out a p valus which dascrbes whether the camalation is statsically signficantly differant from zero Hese we see that the p value is 1ess than 005 and therefors wa can reject the null
hypofhess that ths corelation 1s zero

The therd SPSS output table contams detads of the t tast itself and can be seen balow

Pared Sanples Test

Favad Dferonces

BN Comidence imarepl of e Dfeience

230 Desancn | S Lower Lo t o

Far ' 500 Conoucl Osonoar B:0-a0ae - SO0 Hmendoavly Sut-scae 2083 1956 850 118

The above table descnbes the pared 1 1est If we now Jook at the row of numbers we will start with the column headed mean (undemeath paiad dfferences) Here we see the visue -1 622 If you look back at the
summary statstcs table ths value is cakulated by subtracting one mean from the other Next to the mean 15 1he standard deviason (of the diferences) whech has value 2 058 If we have two postvely cormralated
variables then $his standard dewviation wil typically be smaler than the standard deviations of tha tao vanabiles  Next up 15 the standard enor of the mean (of the differonces) This hore has the value 189 and = simply
the standard deviation dmded by the sguare rool of the sample swe Moving forwards two columns, the columa enfitied 1 s the statstc usod n tha | test and | 5 & standard siststcal distribution The | statiste 15
caiculsing smply by dividing the mean difforence by #s standard ocror so -1622 ) 185 = -8 505 Next 1o | s a column labeled df which stands for dogrees of freotdom and i & parametor used to choase the correct |
dstribution for he slatssc Hare te degrees of freedom equal tha number of obsarvations - 1{113) as wo have used 1 degrees of freedom in eshmatng the moan dfference

The column labelled “Sig (2-tailed)” containg a test of the nul hypathesis that the means of the two varisbles (conduct_sdq and hyper_sdq) are the same By defaull, the two-teded test reported uses & non-directional
Samatne tiypothess 1 gives the probabillly st the data in Ihe sargle came from a popudanion in which the varable means are fruly egual when either 2 posilive or a negalive dfference betwaen sample Means s
ovidence aganst that null hypothess To conduct @ ona-lalad lest, In which the alteenative hypalhesis spacifies a particuler deechion 10 the diferance, wo would Samply halve the p-vakue promded by SPSS

We can reject the null if therg & sullicent evdence INal the mean of conduct_sdq IS aither higher or lower than the mean of hyper_sdq SPSS locks up the 1 stalishic 0 the appropeiate 1able gives the associaled p
vilue associaled with Ine calculated 1-s1a8stic and degrees of reedom Looking up the | statistic in the appropriste tabie gives (he sasocisted p value n S case 000 Here we see that the p value is less than 0 05 and
herefore we can reject the null hypothesis at the two groups have e same means. Fingly we can see the 95% confidence mntenal for e difference which muns from -1 696 10 -1 248 Here we see il does not contan
he vaiue 0 backing up our rejecton of the null hypothess

In conclusion, we could report this to & reader as folows Mean vakes weré compared for 2 varables wah sample size 118 The mean was hwgher foc vanadle hyper_sdq (M=222 SD=2 611) than for vanable
conduct_sdq (M= 60. SD=1.323) The difference in means (differance = -1 62Z) was slatstcally significant. 11118} = 8 5585 p= 000
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Current Practical 7aand b

« Covers the non-parametric tests for unpaired and
paired data

 First sheet covers Mann Whitney test and requires
same inputs as 2-sample t test

« Second sheet covers Wilcoxon signed rank test and
requires same inputs as paired t tests

« Templates call the appropriate tests in SPSS and then
display the output tables with relevant interpretation.
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Practical 7a - The Mann Whitney test

Fnknea

In the peactcal we are going to investigade how 10 perform a Mann Whitney test using SPSS. A Mann-Whithey lest i used when we have an interval o ratio level veriabile measured B ail observalions in 2 groups and
wes waanl 10 st # the dstribution of s vanable s dferent In the two groups But we aré unable 1o assume noermality in both groups. 1 can also be & compane 8n ordered calegoncsl variable messured on twe groups 1l
15 the non-paramelnic equivalent of the Z-sample 1-5est bul unike the 1-tes! § tests differances in the median rather than the mean The tes! does nal assume any distributon for the vanable n elher groups To run 8
singke tost in SPSS requires that your Gataset Nas one cobumn contanmng he variable 10 be tested and ancther column of the same ength with Ine groups identfied. We will hare locus on Ihe case where e groups are
identified by specific group codes githough il 1§ possibie 1o also use 8 Second conlinuous vanable for groups and specify ranges of IS vanable Iat corespond to Groups. | 1S alko possitie 10 test ko group differences
in sevecal vanables senuitaneously

Ches | lge Here however we st only one vanable, resdscore

Praceesi 15 - The Mana Below you wil see instruchons to parform the Mann Whitney test in SPSS. Il you llow the instruchions you wik Sae the two tabular outputs that afe embadded in the explanations below

Whitsey et - o 2
aetieai 70 » The + Safict Non Patametric Tasts hom (he Andlyze manu
Wikt canom Sigr R « Salect Legecy Dialogs Yom tha Non Parametric Tasts scb-mene
Practie Al T Gk « Sdloct 2 lesependent-Samples... frum tha Legacy Dislogs sub-manu
A9 s Chek on thi Reset tuton
Hibiead 9 « Copy the Reading st scocefooadscoeo] vanatia mo the Test Vaclable List: box
pLocal 10 Cozy the Chind Is temale{female] «aatio eto the Grouplng Varkable: bux
e 1 Check on the Defies Groeps... tation
. Type 0 ok e Greep 1 bax
Type ¥ e Growp 2 pox
Chek on the Coatinue button
Ohck on the Eaact... bution
* (On fre screen that appoars select e Exact butan
Ciek on the Continuebunion
Cack on the OK zuton

The first SPSS output table contains a summary of the rankings for the 2 groups and can be sean below

Rans

Cnet » fomas N | vean Race | Sumof e

flsacng sl o Mo 53 0 2010
Y 55 505t N
Ty 104

The Mann Whitney test works by firstly constructing 2 ranked hist of the obssrvabons labetled in thair two groups. it wil then work from the lowest obsenvaton and gna fhat obiservation rank 1 and the naxt rank 2 and 5o
on nght up o the largest observaton which m this casae wil hawe rank 108 If thers are ohservations wih the same valua then they are given the same rank that s an averags of the ranks avasladls (for example if thves
ohservatons have the 9th smalisst rank then rathar than giving tham ranks 9, 10 and 11 respecinaly thay will aach ba gvan rank 10 (S8+10=-11)3 = 10)
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The Mann Whiinay test works by fustly canssu:imo a ranked list of the observabons lateded in thair two groups. i will then work from the lowest obsenvation and gve at cbsecvation rank 1 and the naxt rank 2 and 50

on nght up to e largest obsecvaton which i this case wil have rank 106 If thers are observations with the same value then they are gven the same rank that s an average of he ranks avalable (for example If ttves
cbservatons have tha Gth smatiast rank then rathar than giving them ranks 9. 10 and 11 respectvaly thay will ach ba grven rank 10 (24 10+ 11y3 » 10)

The statistics raquired for the tast are theralors constructed and shown n the table Hare we sea that for female categary No we have 53 obseryations whosa total sum of ranks s 261300 Thes rasults » a mean rank
of 49 3) By contrast for female catsgory Yas we have 456 obsarvatons whose total sum of ranks s 3273.00 Thes results n a mean rank of 28 41 So female category Yes has a larger mean rank than female category
No and thus tends to take larpsr valuss. The Mann Whitney test wil now decide on whether this diffarence in maan ranks 1s signdécant or not as is dustrated in the second tadle

The second SPSS output table contains details of the test itseif and can be seen balow

Tesd Sansacs

Faadng Wit wo
Man-aniney U 132000
Aeauen W 212000
z BE-1
Asymp S 22k 000
Exact S5 Ctaked 20
Exax! Sp (vtaied) ez
Powm Pronaoesy, o

The output hare conssts of test statishcs and ther significance as calculated in several ways, \We a0 considenng the Mann Whitnay U statistc and 1o cakulate this we need fo consider the sums of the rankings and
compare thom with whist we would expoct 4 theee twe groups came fram the same distrbution. We consider each group n tim and work oud for each group # U statstc Tha Sormuls here 15 the sum of #10 ranks - N x
(N+1)2 Sor anch group S0 for female catogory No we have U1 = 2613 00-53x(52+ 152 = 1182 0 and for female catogory Yes wo have U2 = 1273 00-55055+1)2 = 1733 0 Hete U1 15 Jess than U2 and we therofcro
o the value 1182 0 as our test statimbic as shown in the tstile

A related approach that uses renks (s the Wicoman W siabstic which & quoted here and = tha momum of the two rank sums but we do not descride it hore The simplest way 80 use the Mann-VWhitney LU stalistic is o
corverd it 10 & normal score by sublrachng s mean and dwdng by its standard error and thal 3 done 1 the 7 row Hero we see that 7 = -1 654 and Ihss cen be compared with & slandsrd noemal distruton 1o ses!
whethar thete aro sgndicant dilfecences betweon the groups

Horo we sae thal the p value (quoled next 1o Asympm S (2-2ailed)) 15 000 whis is greater than 0 05 and therefore we cannot reject the null hypothesis thal the medians of the two groups are the same. The noma
spproaimaton used above & only an approomation 10 the p value and It S possble 10 construc! e exact p vislue This 15 given in the next row and we see thal the easc! p vatue 5 D51 whits! Ihe asymplolic p vsue s
080. For completeness the table also gives a p value for a 1-3ided 1est and a port probability but we wil ignore these here

In conciusion, we could raport IS 10 8 reader as folows

A companson af the mean of the dsiibuton of The vanable readscore was dasied for female calegones No and Yas but due 1o the non-normality of the vanadie a Mann Whitney test was camed oul female categoey
Yes (N= 55) has a larger mean rank (59.51) than female category No (N= 53 with mean rank (49.30) and thus tands to lake farges values The Mann Whitney U statste 5 1182 000 which results in an exact p value of
081 TS 1S not sgnifcant and we cannal regact e null hypothess of équal group medans
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AL STy (vl In I practes we are going 1o nvestigabe how 1o perform a Wikoxon test using SPSS A Wikaxon lest is used when we have two intorval of ratio level vanables measised fof a sel of cbservations and we wanl 1a test

Pt 1 I e distrduton & dilferent for the two vanables but we are unabie fo assume nomaity % coe of bath of the vansbles 11 can also be 1o compere ordared categoncal virables 1t s he non-paramelnic equavaient of the
paired 11est but unike the 12est (I lests diferénces in the modian rather than the mean The 164t does not assume any distrbuton for the two vanables. To run & single test 0 SPSS requires that your dataset has two
column contanng the wo vanables 1o be compared 1t IS possible 1o 1est for differences n Several pairs of varabies smusanscusly

NN Here however we lest anly one paif of vanables conduct_sdq 4rd hyper_sdgq
) scn Below you will 566 nstructions to perfoem the Wicoxon test 1n SPSS If you lediow e nstrucbons you will see the two tabuiar outputs that are embedded in Ihe explanations Delow

+ Sakct Non Paramatiic Tasts hom he Analyze mani
« Select Logacy Disdogs Yom e Non Paramatric Tasts scb-menu.

Pl 7o - The Ma

NIRINGY 1es

Pracecal Tk - The * Sehel? Ralesad Samplis_. bon 16 Lagacy Dlakogs sut-ment
Wicoxan Sign Rana test « Chek on the Reset tution
Practeal 8 - The Crib « Copy the SDQ Conducs Disceder Sub-scalefeonduct_sdq) «aratio ino e Test Pairs: box
ana tas « Cogy the SDQ Hygeractivity Sub-scalefypes_sdg] vanaoks o tra Tast Pairs: bax.
oy « Chck on the Exact_ anon
RN IV « On the screen tat appasrs selact e Exact tuman
.. « Chek on the Continee button
el + Cick o0 the OK 2utiod

The tist SPSS output table contans @ summary of the rankings foe tha 2 vanabies Here cbservahons are spit ino three types dependng on whether the value of conduct_sdq s bigger than hyper_sdq (nagative
ranks). the vaius ol hyper_sdq < higger than conduct_sdq (posiive ranks|, and firally where both varables 1ake the same vale (bes) These can be sean balow

Heby
N Waan Rk | Sermo! Rarss
SUG rpperaciety Sut-scie - 500 Comrtuet Dmcrtie Subacie  Nagarw Racky " e 196 50
Praviee Haws P w0 W
Tas a
Toou 18

A B0C mypeacivly Sc0-scae « SDO Conduet Duoiow Bub-scile
0 200 sypirativiy Sco-scie » 500 Contut Dnoiier Sud-stale
¢ SOQ rppeactety St-scae » 500 Condutt Dsoroer Sch-aces

The Wilcoxon test works by festly assigning a sgn (or a Be) to the difference betwaesn each par of obsanations. Hara wa have worked on hyper_sdq - conduct_sdq so that positive ranks are whan hyper_sdq >
conduct_sdq Here wa ses that thare are § negatwe ranks. 72 positive ranks and 41 tes
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r—— The Wilcoxon test works by frstly assigning 3 sign (o a te) 1o the differance betwasn each par of observations. Hare we have worked on hyper_sdq - conduct_sdq so that positive ranks are whan hyper_sdq >

AEREAN 5 INOSRN e conduct_sdq Here we ses at thare are § negatve ranks 72 positive ranks and 41 tiss

grohas | 1gs

Having worked out which cbserved pairs Tesult n which sgn for their differance, the magnaucs (excluding tha sign) of these differences s calculated and thess are than rankad in ordar (excludng bes) We now sea that
tha total of the ranks for the nagative diferences is 136 50 resulting in @ mean rank of 22 75 while the tofal of the ranks for the positive dsrences 5 2044 50 resulting n a mean rank of 40 60 Here te mean of the
posdive ranks 1s lrger than that for negative ranks supgesting that values for hyper_sdq ara panerally larger than for conduct_sdq. The Wikaxon test will now decde whether this délerence m mean ranks is

Pl 7o - The Ma

WIsIney 1e

Pracueal Tk - The signdcant or not as is ustrated m the second tabie
" s o
?"‘f””" =y FEmyI The second SPSS output table contains details of the test ise and can be saen balow
A teet Tess Stansncs
Practeat 0
P : neal 10 200 HyPeracinty Si0-503k - 00 Conduct Deonder 2un-5cak
petheal 1 z T o0t
Pemctieal 1 ASymD S92 ated 200
Exxct S 000
Exact S5 (M taked o0
Foitt Prodatee Q00

D B3%00 0N rOgatve rama
The culpat here conssts of lest statstcs and ther signeficance as calculated n several ways Wo are considenng the Wicoxan statste which 15 calculated fram the ranks and (s not shown expicitly by SPSS bt i used
o calcuiate a 7 scoro, Here we soo st 7 = -7 042 and this can be compared with a standard normal dstnbation 1o fest whether there sre significant diffevences between he groups

Although SPSS quoles the p value (quoted nex! 10 Asympen Sig (2-ated)) & 0 il s not exclly  and = in fact Smply smabier than 0 001 &8 SPSS is quating the first 3 decimal places We therelore have sgnificent
ovidence 10 repec! the null hypothesis that (he tvo groups have he same medians Tha normal eppeoomation used above s caly an approomaton 10 1he p vaiue and I S possbie 1 corstruct the wadl p vaiue This s
given in the next 10w and we see at he exact p value |5 000 whilst the asympdotic p valie s DO0 The exacl p vale agrees wilh the asymolotic p value that the null hypothesis can be rejected For completeness the
Lable also grves a p value for 8 1-Sided 185t and a pont probability but we will ignore these here

In conciusion, we could raport IS 10 8 reader as lolows

A companson of the mean of he distnbubon of the varabies conduct_sdq and hyper_sdq was desired but due 10 the non-nomglity of the vanables a Wilcoxon signed rank test was camed oul The maan of e
posine 1anks = larger [han that for negaive ranks suggestng that values for hyper_sdq are generally larger than for conduct_sdg The Wikoxen Sinad rank test resulls In 8 7 stasssc of .7 042 whuch resulls in an
exac] p value of less than 0 007 This is significant and we can reject the null hypathasis of equal medians for the 2 variabies
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BriSTOL = Centre for Multilevel Modelling




Current Practical 8

« Covers the chi-squared test and follows on from the
tabulations in practical 3

* Requires as input 2 categorical variables

« Tabulates the variables and explains expected counts
(note can also cover percentages)

« Performs the chi-squared test on the data and
Interprets the output

* Needs finishing by adding some reporting guidelines

% University of
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SPSS practicals 1 - 12 as an eBook

Yoo ot Practical 8 - The Chi-squared test

Fnknea

\L Ty Lol In his peactical we are Qoing 10 nivesigate how 1o perform a che-sguared test using SPSS. A chi-squared lest is used when we have Iwo catogoncat vanables measured for ail obsecvabions i a dataset and wo wanl 10
neheal 1 lesd if the vanabiles sre related of independent Indepandent hare means it the categary absanved ke con vanatie does nol depend on The category observed ki the other vansbile To run 8 single lest n SPSS
it réquires that your dataset has twe separate columns containng the two (categoncal) variables 1o be lested
aeheal
petie Al & - Chéching tor Balow you will se8 nstructions 10 perform the chisquared test in SPSS. For 1he chi-squared 1est we will use SPSS crosslabs options thal we have #2550 looked al in our tabulalion practical If you folow the nstructions

NNt you will soe the Ihree tabular outpuls that are ambedded N e explanatons below.
0 | [ ol
Sarches | 1ps + Satect Duscripive Saristics 2om 1 Analyae metu
sl 8 - Paived Tiest « SelectC Ba.... hom e Descriptive Stat &
PURIOCA 78 - The Ms o Chek on iha peset busorn
einey tes * Copy the famals yarals o the Row{s]: tox
] 0 The « Copy the hegroad vanabia i 16 Column|s): bax
ll;';;ct;:al ; ‘;O“:"‘l. ‘ > mxm“ m-m
sgquared st = ;::::"w.:kmuwkm
. Continue
e « Chek on the Cells_ butisn
sl 1 « I Do widow it appean
acteal 1 o Lndar counts £hek on the Expected Sek hos e neluda &
« Chek on the Continue button
o Ok on the OK tution

The nhrst table ooks at which of the abseryations have non.missng values for both the o vanables %0 be considared

Case Procwssing Summany

S
e : Masrg Tl

N | Pt | N | Pesant N MNrewnt

Cres o formass * How 0% €030 reac e ciasuw | von | e | 2 O | 120 | 100dm

Here we sea that thers are 120 obsarvahons of which 2 are missing resuitng m 118 that can be used In 1ha tast

The second tabular output contans the cross-tabulabion of the two vanables Here difarent levals of female are allocated to diferent rows whilst different values of freqread are alocated 10 different columns and sach
ocbservaton adds to the courdt of 2 pasticular cell in he 1abls

Crodg s leenake = How ofen CHNS 1eads 53¢ phaasurs Crossabulation

l oW afon Chad (aacs Y pRasue [

" l[JSlRISr?[E\d)I‘, Centre for Multilevel Modelling
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Haro we 500 that thete aro 120 obsarvations of which 2 aro messing resuling n 118 that can be used in ha tost
v Ycun o
o o f The second tabular output contmns the cross-tabalation of the two variabies Hero different levels of female aro stlocated 1o different rows whils! differon! values of freqread are alocated 1o dilferent columns and aech
el als ) - chsecviton 3ods to the count of & partcutar call in Be lsble
AL Sty (vt Crbd |5 femnale * How offen chitd reads for pleasare Crosszatulation
Pagehe st 1
Panetiead Fow oRen ¢dg ra0s for pleasure
Fincica Novwr | Lass D0 O00E & 0th | ADaE! Dnce 4 mceth | ALt 00ch 4 week | Nost o | T
eI A & - Chaching e
r—— Chgafwas N2 Cam " 3 L 16 " 5
) | 5 - INEpn ey Eapecieo Count 80 as 85 180 an | se
Raedi Wi Csom ' 2 s 1% % 5
LSS5 ') Pared ies! = -
banas Sxpwctes Court ed 33 83 180 %
Tot Oxure 12 T 13 LV 14
7o The Expdtien Cocet 120 70 130 el ] 50 | wao

Wi cxon Sen Rank 57

Pracsical 8- The Ghic Here we see the observed counts for the diffarent combmatons of female and freqread. So for example thers are 11 observations whers female 15 No and freqread = Never This =5 out of a tota of 59 obiservatons

where female = No and 12 observations where fregread is Never. Uindar the mode! of mdependence we expact to see § D obsarvations whare female s No and freqread is Never This means there ara 5 ( more

SgLaared st
Prattieal 0 chservations whare female (s No and freqread is Never than expacted We can look at ssnilar differencas betwasn ®1s other obsarved and expected counts and the chi-squared test looks at whathar these dflerences
Prathen 10 ae smply chance or statstically significant

ik The thrd tabufee output contans the information on test statistics for Sosting the hypothasis of no assaciation / relationship betwaen the twa vanables

Pracheal 1

Ch-Square Tosts

Vaue | o | Aspmoiotc Sontcance (2.508d)
Pearson Cre-Sauam 15052¢ | 4 o0t
Lheinoos Rato o 4 002
Lrmoar-y-Lnear ASeocianon e 003
W of arat Casee 18

A 2 vefs Q0 D% | have exDeriag tount iess Tan & The mrmum espeches court s 3 50
SPSS gives several lests for sgnificance and wo wil first focus on the Pearson Chi-square tes) This 1est begins by formng the Pearson les! staistic wiveh asymplobcaly & formed from the obsarved and expecled cel
counts For each cell Ihe difference belween the cbiserved and expecied counts 15 found ant squared Ths postne number i then danded by the expecied count to account for different szes of cells Havng
construched this vakie for each cell these are summed 8Lross all cells to give our 1est statistic which here 5 15052 This stabstic folows & chi-squared datibution under the null hypothess wieh degrees of freedom
eéqual o (rows-1{cokumns-1) whith in G case equas 4. The statistic & Ihen compared with the approprale chisguared distnbution and this résulls m an asymplolic (2-sided) p vaiue which has value 005 Here we
See Ihat e p value i l6ss than 005 and erelocs we Can refect the null hypohess Tial the two veriablas are ndepandent and hare 15 theredore somée relabonshp betwaen the variables

The Ine heaced Lineat-by-Lingdr ASSocalion réfers 10 & test st considers Mie categories of the hwo varabies 10 be crdered and we will not cansiger this test for s example

In Contiusion, we could répon Ihas 10 8 reader as follows To be weillen —

%’f{éf—‘d’fd Centre for Multilevel Modelling




Current Practical 9

« Covers correlations (Pearson, Spearman and Kendall’s
tau)

* Requires two variables to be compared (numerical or
ordered)

 First plots a scatterplot to show relationship

 Also plots histograms and performs normality tests and
QQ plots to aid with choice of correlations

* Then performs each of the three correlations in turn

« Could be tweaked to only do one depending on earlier
output .

B University of : :
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Practical 9
Correlation practical
nclie in this practicad we wil iInveshgate whether theve 1S 8 refationship betwssn two varables by looking how comrelated they are
iwh ]
peeAl & - Chéching for To do thes we firstly nead o choose Wwo vanables and we will begin by simply plotting them so n SPSS
.‘ ) 5 - ISR gy + Seiect ScatterDot +om the Legacy dlagnossics avaable rom the Graphs menu
— + Seinct Sevple Scatter ang thok 0n Debne 10 brng up the Simple Scatterplct window
a8 - Paved tiest « Copy the Reading test scorefreadscore] vanatie nio the Y Axés tox
Pl 7o - The Ma « Copy the Mamh st scoms|mathscom| samatie wo e X Axls b
einey tes * Cick o the OK tution
petiead 7o - The
W Cxon Sen Rank w5 SPSS will than draw 3 scatterplot of the two variables which can be seen below
‘ ‘lv 200+
A3
AN o o
TR o 8 o
i i1 o o
o
1501 o o 3 8 ~
09 5’, 3 X
; 9 5 8 A7
u 0 o
g °©° o _ B oo ¥ 2o
2 o e 8 g o
2 4 o % 8 & o
b ° 8 g o ey
é ] (4] o o <]
o o
o & o © ©
o
(4}
o
Ll
v T Y T T T
25 50 s 100 125 166
Math test score
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We wil now finally turn owr attenton 10 the main lop of thes practical wiich 15 the caiculation of the corralabon betwaen our two vanabkes SPSS oflers several comedation coafficients and we will consider these here in

+ Sefect Bivarate... brm de C

tum. Al tree are avadable mirough the Analyse.~Comelate »Bivariate opboa in SFSS

tate cgtan hoe e Analyse maw

'

Panct
)
)

M & - Chéching for o Cick on the OK tumon

okt

« Copy the Reading test scorefreadscore] and the Math test } ] "o the oan
« Chck on the Options buton and Select e Moans and Standord deviations sk box
" * Cick on the Continue button 12 netm 10 Mamn wnoos

) | 5~ ey Tha corraladon command wil produca two output tables  The first tatide which we show befow simply gives means and standard devations for the two vanables we are companng

Descrotive Slatascs

"o Sea Mese | S Dewssios | Y

Roagop wstscoe | 133 2w | w0e
W :‘..,. MEn el 00 %0 2855 | 108
Practieal W G In tha naxt table wa see the corrslaton madnx for tha vanables we are consdering
‘ ‘.v‘ ’ Coereianons

FRagng st scow

Nath tasi scong

Ruaong st scon  Feanon Conelaten

272000

Math sest score Paarsco Conelaton
89 (2aves

N

1

€10

0%

. Compiation i3 morvtcant ot tne 001 oves (2-taded
The correlate opbon can be used for more than wo varables smultanpcusly and wilk Then gve ai cormolalions hence the output 1able s in thes matnx formatl The tabée conlans ee numbers for each possilo
correlation (including the correlations of vanables with themsolves which always takes (he value 1) For each correlation there = an estmate of the correlation. an acompanying p value and a sample 2o on whch e
correlaton has Deen calcutaled Hete we are interested n the Pearson correlatan belween readscore arxd mathscore which can be found In two places in the table - effier in the row for readscore and column Tor
mathscore of 1he row %or mathscore and cofumen for readscore

In s case the corretation takes value 610 This represents a fange positive correlation The comelation 1S gven in the table along with 8 Sgnficance value and 3 sample s2é which in this case is 108 Ths is the
fumber of abservabons o whch both readscore 8nd mathscore where observed

We can tast If this comelaton = sniicantly dBarent from 2610 which will depend on (i} e magnifude of the comelation and {ii) the numbes of cbsernvahions on which the corelabon 1S based

Although SPSS quotes the p value (quoled under S, (2-tafled)) as 0 1t 5 not exaclly D and is In fact simply smader than 0 001 as SPSS 1S quoting the first 3 decimal places We therelore have signicant evidence 10

reject the null hypothesis that the

cosrelation = 0

llélf‘{\fsr:is\()()lf, Centre for Multilevel Modelling




Current Practical 10

« Covers simple linear regression

* Requires as input 2 numerical variables

« Shows summary statistics for both variables with
Interpretation

* Next does a scatterplot to look at relationship

« Then runs the regression in SPSS and interprets the
tabular outputs

« Shows residuals and a histogram of them and a
scatterplot of residuals against fitted values

* Finishes with a scatterplot this time with the regression
line superimposed.

%’f{fétii‘(;i Centre for Multilevel Modelling
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Y = Practical 10

Fnknea

ooy Regression practical

)
it in thes pracbcal we will 100k at regrassing one vanable on ancther vanable to expiora the relabonship between them This work bulids on the concept of correlation that we have jooked at in earier prachicals but hera we
N s spacdy one vanable as a response (or dependent) vanabie and look at the sifect of anctner pradictor (or indapandent) varabie upon L In this practical we will consider readscore &s owr response vanabie and
+ S y mathscore as our predicior vanable To bagin with we wil smply loak at some bask summary mformaton about the variablas and plot them in a scatterpiot in SPSS which s done as follows

b (Avgasste + Sainct Descriptives $om the Descriptive Suatist sty $om the Anabyze mesu
~ + Copy the Reading test scorefrmadscors] and Math test score] | awraties o e s o
+ Chck on the Options buton
+ Ensure 1at the Mean, Std. deviation, Minsmem s Maximum ophons am selectad only
jead T - The + Cick on the Continue button 15 retem 12 the man wndow
W Con Sen Rank & * Cick on the OK bumon %o nm e command

The dascrptive statistics will then appaar as shawn below

. Descoptive Staosdics
At '
seteal 1 N Maumun | Maeum | Mean | S Desation
i1
, Roagog sestscors | 103 18 184 | a3
Man s sCone 103 2 1s 9
VaNa N Ostana 108

Horo we soe a row n o lable for each variable readscore is tho responsa variable and takos values betwoeoen 16 and 124 with a mean of 1173 31 mathscore = the predeion vanable and takes values betwoan 2 and
15 with a mean of 6 %0 We can nexd plot these vanables against eath olber following instructions below

o Select ScattwiDot bom e Lngacy Sagnustics svautin fom ihe Graphs mey
o Saiect Savple Scatier and chok on Define 10 brng up the Simple Scateplat window
« Cogy e Ruading West scocsfseadacens] vanath o the ¥ Anss b

o Copy e Math et scoremestacons] watée e S X Axis box

o Chek on the OK 2unon

SPSS will thean draw a scatierplol of the two varabies which can be seen below

BRIS@[ESI', Centre for Multilevel Modelling
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The next table = tha ANOVA 1able
ANOVA
Weos Sumof Soumes | @ | Meas Ssuee ¥ %9
1 Negwrsen 140 5 1] s M <1
Nesitm 0838 335 | e | BEE 04

Tora MOWS

o w |

B Paocions (Consianh Mam Wil st
The ANOVA tabils = used 10 look at the significance of the regresson mode! 3s a whals and 15 used in SPSS for many modsals o show the signdcance of dlerent terms n the mode! An Analysts of Vanance (ANOVA)
basxkally parttons the vanabiity in the data (which it measwres in tarms of sums of squaras) nto aiffarant plecas

Hare we see n the sum of squares column that the totad sum of squares 1s 110005 286 and can be spit mio a sum of squares axpiamed by tha regression {41262 951) and that not axplaned which = known as the
residual sum of squares (06626 345) interestingly R-squared that we saw i the aarlier table can be calcufated by lookng at the rato of the regrassion SS 1o the total SS 1 @ 41268 951/ 110005 296=0 372

These sums of squares have associated degress of freadom (df} with for e todal sum of squares the df baing the numbsr of cbiservatons - 1 (107) due to fithng a mean to the data The regression sum of squates has
of = 1 %o account for 1 predictor The residual of is then the difference between the fotal df and e regression df = 106 The next column s e mean squares (sums of squares adjusted for dfs) which are used 1o
construct a fest statistic, £ which i m the next column Hers we see that F 1akes value 62 810 and can be used 1o test the null hypathesis that there 5 no significant regression. To do s it nesads 1o be compared with
an F dstnbytion with 1 and 108 degrees of freedom. This test results in a p value that s gven m the Sig coumn Although SPSS guotss the p value (quoted under Sig ) as © 2 is not axactly 0 and i in fact smply
smallar than 0 001 as SPSS s quotng the first 3 decmal places We therefora have sigrficant avidence 1o regact the nul hypothasts that there s no regresson

Tha naxt tabie & the Coefficients table

Coufticienss
Unncaryoes Zoefcents | Sandanoced Coeflcens #5 % Confoerca Interva % B
Weoe " % Eooe Betn | Sy Lower Sound Vioer Boungt
1 (Cormdam) s | 1IN 2409 0w ITan 0
B et pcoee 80 X 210 | o0 | 000 415 e

This table gives the most intecesting miformabon about the regression model We begin with tha cosfoents that form the regresson equaton  The regression inftercept takes value 45 216 and &5 the value of e
regresson ina whan mathscore takes value {0 The regression slope takes valus 6890 and Is the amount by which we predict that readscore changes for & increase of 1 1n mathscore

Both coafficients have assocated standard errors that can ba used 1o assess thair significanca and also In the case of the slope to construct a standardisad coaficient Thes can be sean under the Bata column ana
takas value 10 which represants the predicted change in readscore for an increase of 1 siandard devation in mathscore

Yo test for the significance of the coafficients we nead 1o form test statistics which are reported under the 1 column and are simply 8 / Std Ermor. For the slope the t statsbe is 7,920 and this value can be compared with 8
t distnbuton 10 185t the null ypothes:s that the siope 15 0. We can see tha resulting p valus for the tast undar the Sig column Almough SPSS quotes the p vale {quoted under Sig ) as 0 it is not exactly 0 and s iIn fact
simply smaliar than 0.001 as SPSS 15 quotng the first 3 decimal places. We therafora have sgniicant eydence 1o regact e nud hypothesis that the siope 1s zero

We can also check i the misrcept 15 differant from zaro though this is offen of less interast For the mtercapt tha t statistic 15 5 068 and this value can be compared with a t dstnbution to test the null ypothesis that the
mtarcapt s 0 We can ses the resulting p valus for the test under the Sig cofumn. Although C\Pb‘- qwtes the p value (quoted undar Sig | as 0 it is not exacty 0 and = in fact simply smader than 0.001 as SPSS s
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£41. Froaxied Vaus

1.767

£1. Resoul 2083 o0 | 03 | 108

Broeth P — Thas table just summanses the predichons end reskiuals that came aut of the regresson and I 1S purhaps arsior & ook a8l these via plots As we requested that standardized residusls woere saved this has resulled in an
N Y v i additionsd variabia being stored in the dataset named ZRE_1 al Ihe ond of the exsing vanables Wo can use Ihs variable 10 creésbe some resxiuals plol 10 assess the it of the model We will firstly plot & histogram of
R 1he residusis 10 check thes normally which can be done n SPSS as lallows

" o Salect Histogeam from B Legacy disgnestics svaiatie from tw Graphs menu
F | - Chisching 1 + Copy the Standardiaed Ruakdedl ZRE_1] ranabie 10 e Varkable b
nannast; « Chek on I Display nomsal curve Sek bos

PAALREA 5~ INDegmn g o Chek 0n the OK 2ution 1 groduce INe Sraph a5 shown below

Histogram
Dependent Varisble. Reading test score

W Coon S Rank & o
Practeal Tw Cnik N=100

"

—~

Frequency
{

T 1 T T
3 1 1 3 3

Regression Standardized Residual

Here we hopa 1o see tha hstogram of resicuals roughly folowng the shape of tha nomal curve thal = supenmpossd over them We can also look at how the distrbuton of the resdua’s inMeracts with the pradictor
variabie to chack theare s no relationship W 5o this via a scatiarpiot which ¢an be produced in SPSS as folows

G

+ Select ScatteriDot +om the Legecy diagnossics avalatre bom the Geaphs meny
+ Select Serple Scatter ang thok on Debne 19 brng up the Simple Scatierpict window =

lé"p'\‘fsri'f‘d’i Centre for Multilevel Modelling
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weheal 1 Here we hope that the resduals show a random scatter when plofied apainst the pradictor varable and also that ther vanabilty s constant across diferent values of e pradictor vanable. Finally we woud ke 1o
Prnctical superimposa tha regrassion ine onto the scattaplot wa drew earlisr of the response aganst e praditor. To do this we will need to use tha Chart Editor n SPSS so foliow the followng instructions

1

)

Paneteal & - Chéching tor + Locade $o enrher scatorpiol in the SPSS colpat window notng you may need to sctold up to §nd &
NN « Doutrle shek with the let mause tation on the plot 0d 4 wif oD it mto 3 Chat Editer window

PARLREA S INdepsnge « On the window thck on e 5in buttom frooe the iek on the bottom cow of £oos (1t wil sa7 Add Fit Line et Total f you Rover e mousa over )

bl + On tre Propecties window that sppears remove the ok nest 10 Attach lsbel 10 fne 22 oherwee e equation 12 supermopsed o he plot which inoks umtay
+ Tick on the Close bufion and the ine wil Be 399ed in the Crart Edtor wndow

« Fmaly clck on the red x 1o tioze e Chart Edor wndow and the graph m fhe cutput window wilt now Fave the farnd ne s shows below

o B I -
b e Lineal Regradsion
P T G o
AN 16¢

wrbead 3 a

o

acheml 10 o o

1 E o
Al a
§ o o
acteal 1 1504 @ o
§ 8 8
o o o
< ]
3 ]
= o o o
o °
% 100+ o
- Q
-
© o

7

Wilrew « 0372

v T T 'y T T T
) 6 3 10 1 15
Math test score

Note that the scafierpiol now S50 contars Ihe R-squared value which cafresponds 10 thé R-squared value we saw in the regression fit earher

% University of
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Current Practical 11

« Covers Analysis and Variance (ANOVA)

* Requires as input 1 numerical response variable and 1
categorical predictor

 Starts with a boxplot of the response for each category

* Next shows the equivalent error bar plot

« Shows descriptives for each category

« Performs the ANOVA and shows output tables with
Interpretation

« Performs multiple comparison tests and shows an
estimated marginal means plots.

* Finishes by identifying homogeneous subsets.
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AL sy tripect In thes practeal wo will nvestgate how we moade! the influence of a calegonical prediclor on & conlinuos response In s caso we are nierested in the efect of freqread on our resporss vanable readscore freqread
sl 1 has 5 categones Newer Less than ance a month Al least once a month Al least once & week, Most days We wil Beain 1o look sl this relstionship graphealy and look st the destibution of readscore separalely foe
it each category and & good way 10 do ths & via & bax plot To do ths in SPSS
e
UM & - Chiching for + Saluct Boxplot fress the Lagacy Dislogs sutimees of thw Graphs menu

nonnash o Salict Sumple anet Summacies [0/ groups of cases nd cxs on e Define tuzon
v tAvgessta o Tranalr U Reading teet scorfreadscon] il 12 1 Valsbie b
m ;"; . hi o Trarstar the Hew ofen child reads fox plasursftiogread] auds 15 the Casagory Asls box
Gt o o « Cik 0a I OK Buton
p " J' . This will produce a tabie detaling the numbers of vahd chservations whikh we do nol shaw hare and then a plol with a8 box for each category as shown below
e Rank
Piw I n 200
T
iRt O
Pratteal 10
Pracocal 1
2 "B ] " "
. ]
8
e
-
¥
2
o
i i
-
o 4
2
™
» o
B
o
Y T T A\ AJ
Worw Loz tHan once » At bt once w A st orce & em aae
marth eorth weet

How often child reads for pleasurs
Recat that & boxplot uses the 15t and 3rd quanties 1o form the box with the median peesanted as a line in the meddle of the box in this casa the medians e for category Newar=80 00 Less than onca a month=114 00
A = gt v A = - 0 o e S o =t o) = - -4 b bt n - oo Coa= = =4

ﬁnli\fsrtl[sd)l‘, Centre for Multilevel Modelling
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¥ I documee comas he + Saiect Exror Bar Som 0 Legecy Disdoge susmwny of e Geapha =wy
Tl T e Ty o Select Sanple ane Summacies for groups of cases s for Be Soxpial und chek on e Duline bution
peaclicnts i the B + Transler the Reading seat scorfreadacorms] vanaiie 1 e Varisbin bos
\L STy Lo o Trarler the How often chidd reads foe pleasurs{liogrund] ot 15 e Catgory Asls bac
F 1 o Chehoon OK

Fnknea

| The graph will appesr & shown below

1414 e

N £
) . o
v " &
P Tw G 7
H )
g
§
e 0 1004
'} ) ) -
Pracoeal 1 3 |
2 i1 Q ]
g~ ‘
- -
b {
e
T T T T T
o Lessthonance m  Atlasstonce s Ableed once & Voar et
rerth reanth v

How often child reads for pleasure

Here we are now plotting the means rather than medans and the emmor bars reprasent 65% confidence intarvals for the dfferent groups. The highast maan s 123 04 for category Most days whilst the lowest mean is
123 04 for category Never Several of the confidence intervals (Never vs Less than once a month, Less than once a8 month vs At least once a month, At least once a month vs Al least once a week, At least once 3 weak
vs Most days) o not overlap 50 we antoipate that freqread will have a significant effect on on readscore \We have mentonsd summary siatisbes here (maedians and means) and we can access thase via the Explore
ophion a5 fofllows

+ Cnzose Explors hom Descoriptives wihn Analyss
+ Add Reeding teet [rond: 10 Dep vat
« Axd How often child reads for plemsure{fragread] to Factor list
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Tests the mud mDohess Tl the B0 saIranc o 0F Ie SODeNIent Saratie 1§ oL 1SS DoUDS.
The Levene's les! 1S used 10 lest one of the underying essumpbions of the ANOVA wivch 15 the homogeneiy of varances | ¢ thal the residus! vanances are oguel in each group Thes est requres & Jest siatslx thal has
viue here 650 and urder the hypomhes:s of equal vaniances llows an F dstribution with 4 and 101 degreas of freedom where £ 18 the nurder of categories - 1 and 101 5 the number of cbiservabions - the number of
catepones Here we see the p value 15 628 which s grealer than 0 D5 and Iherefore we cannol raject the Null hypothests and so we dre able 10 assume equsl vanances and procesd with he ANOVA The ANOVA, (15l
15 destnbed by the ANOVA tabie given below

Next Tasts for Between Subpact

Tests of Between. Sublects Effects
Feaang test exore
Sourte Tyoe M Eum ot Sousres | of | Meon Squre & 59
Carecied Moced smTieer | 4 212 &0 1322 |
rtercect TIQ% 5853 \ TH2S43 553 | T3 o2
Yeaend 12473008 i N N® 12| m
Eor FraEmr | o #38%
o 472143 000 l we |
Comectnd Tote NnoTH a0 g |

# R Gguavws = 198 (Adgunied | Sguared = D01

The sbove table gwves af the Information required 1or us to decice if freqread ts a significant pradiclor of readscore We wil here go through 1ha tabie column by columin 10 explan how the ANOVA works SPSS gvas
rather a lot of rows n s ANOVA 1abdes largely because (I also allows one to $ast tha imercept term which we are ss interestad in nere. So we wil begin with the Type |l Sum of Squares (SS) column and for 1he row
Corracted total we see the value 110723 443 This valus is calculated by for each obsenvation takng the valua for readscore and subtracting the mean of readscore These values are than squared and their sum Is the
valug 110723 443 we see n the tabla (Note the valus 1472159.000 in the Total row 1S cafculated simdarty but without subtractng the mean ¥om sach observation) Next the valus in row freqread s calculated by
working out the maan of readscore for each category n fregread We take these category means and subtract the overal mean from them and again square and sum them 1o give tha vaue 12673 636 The Corracted
Modal row you witl 586 in the one way ANOVA smply repeats the freqread row Finaly tha Emor row sum of squares = calculated by subtracting the freqread SS vaius from the Correctad fotal SS valua | . 97640 807
= 110723 443 . 12873036, which = eflachvedy the sums of squares not explaned by freqread. For freqread o be a significant predctor of readscore we hops #5 SS valus < large relative to e Emmor SS but thase
numbers are basad on different sampis s2as and 50 we first nead 1o adpust them 1o refiact thes 5o the naxt column s the degraes of freadom (df) column Here we sae we have 100 total degrees of freedom which
raprasants the number of obsarvations but 105 coracted totad df as we losa one by estmating the mean For fregread we have 4 df which s the number of categones - 1 8gain kosing one as if we knaw the maan and
all bar one of the category means we could caiculated the last one. Finally the Error df 1s 101 which again is calculated by subtrachon 18 101 = 106 - 4 We naxt use the of to adjust the SS into Mean Squares (MS) and
50 MS for fregread = SS for freqread dwidad by df for freqread which maans 3218 4006 = 12573636 / 4. Seilarty for the Error column we have an MS of 965 510 Thease two mean squarss are now on e same scale
and 50 wa can ook at their relative sizes by taking her rado so F = 3.322 = 3218 4049 7 668810 Thes test statistic foliows an F distribution wih 4 and 101 degress of fiesdom and equates to a p value of 013 gven in
the Sig column Tres p value s less than D 05 and 50 we can regact the nudl hypothases and we find that freqread = a significant predicior of readscore

Ouwr next step afler sstablishing whathar or not thers are significant differences in readscore for the ciffarant categones of freqread = 1o do a post-hoc muttiple compansons test We selectsd three difiarant tests and
we will look at thesa in tun Tha hirst we will look at = Tukay's HSD (honest sgnificant difference)

Centre for Multilevel Modelling
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Finally we lock at the Bonferroni procedure with the results a4 shown below

v Ths docume e
Nutpe Comparisons
e FAnsony st woe
Bonferon
[T " % Corfderce Intenar
Finchical 1) Heow ORnes CTut reses 136 SN (1) Mo ORMN CNE reess Yor paaicte | MR Dfwerce () | S% Bnee | S5 | Loww Bourd | Lbper Bouns
" ..,, ‘“I e Noow LaGS 121 058 @ PO 2407 18900 | 1000 203 218
" | o Al Nas! AR B o A58 AR "
31 ies AT NasT OACH @ Woke M5 12478 =0 nie
EVRVOCES > T Mest aayh a5z | a8
Pigie . "
WG 16 LEsS 70 OnCe & mone oo w07 18920 | 1000
Pract he A1 NaST 006 & MO ¥ 14202 | 100
‘ X Ry " ® A k! 0000 2 wosh 88 11153 | 1020
4"“ ’ : Moot RV T4
Prattiest 0 AL 025 0026 & mooth W 208
Pratem 10 LISt 1780 OACR @ MO
Pracoeal 1
Sxabhral 1 Al %28t 0°C0 3 Wk TR
Most o 4577
AL 0281 0OTE 3 Wees e 247t 126
Less t"an 0Co 3 mond 82 AroT
A mast ooce 2 monm iy 2881
Meat oapr 137% 3428
Nost ca Nover B’ 412
L3 172N O°CR 3 MOnT aar 1255 2158
At least 0nco & Mo 179 9080 | o5r 4577
Al At 0°Ce D woes 1375 7.7 a4 7.30 sz

Saund on oheeryed Mear

The e term & Maan Squsre(Enee) = 0
* The mean Gferecce & sOnacant & e 30 evel
The Bonterrom procedure s very consenvative and of the vee selected we wil genevally gel the least pars that are statstcally signiicantly different \We see !at the fofowing pars Most days Never are sgnficantly

afferent
The cptions we have chosen aiso give us a marginal means piol &s shown balow

llélfi\fsr:is\()()L Centre for Multilevel Modellin




Current Practical 11 outputs

SPSS practicals 1 - 12 as an eBook
- — FIBVIOU g 7 ! " n ' Mew GO0 pue

§ e
Dt N o 2 & '
S NOE R 4
Prnetiel
it
! | hehng o
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s Wrve Lessthendnos & A asl e » Aot o & et ey
Sargies | lgs rexen fextn weed
Prietieddl 8 - Pared tiest How often zhild reads for pleasure
he
In general & mangina! means plot will show the means for each cateQary adjusting for any other varabies in the modal but here we e simply 1ling & oné way ANTVA and 50 we will simply see the means for eadh)
Practieal To - The group plofied together so for exsmpia we see the meen for category Never is B4 50 and for cateqory Less than once a month s 108 57
WX S Rk w51
Prictieal 8 - The € Finally we have asked SPSS 0 ind homegeneous subsets within our categories. These are groups of categories thal cannot be separated (Esing In this case Tukey's HSD) as statistically diferent winin the category
R0 e Reating tost score
Witea 9
prhem 10 Tukgy HECALS
Pracoea 1 Gt
"B
: How ohan the Ras L peavon N ! 2
N £ 8450
A 0I5 ONCe 3 manen 2 10508
LOes TN 0NCe 3 mont 7 10357
AL 02N ONCH 3 WO p 10928
Vast s >
£ b an

Weans r row0s 1N NAMOJENeous Eudeels Be SuDaTes
Baeec on coservad mosrs

The eror term & Wean Square(Enor = 503 #10

2 Uses Ramank Mean Sample See = 12 483

b Tha gious Boes Mo unegudl The mamaek mesn of the g sices £ weed Type | 2or lewel 3% 2oL GLOTarteed

£ Apha = 08
In INis case we see there are 2 entified subseats wilh categanes Never Al jaast once 8 month Less shan once a month Al keast cace a8 woek n subset 1, Al keast cnce a month Less than once a mooth Al feast once 8

week Most days n subset 2
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Current Practical 12

« Covers an introduction to multiple regression

* Requires as input 1 response variable and 2 predictor
(numerical) variables

« Performs separate regressions for the 2 predictors

* Next performs a multiple regression for the 2 predictors
together.

« Then shows how SPSS allows regressions to be done
as a group

 Finishes with residuals, plotting a histogram and the
residuals against each predictor in turn.

B University of : :
" %RISr'Ii\O{. Centre for Multilevel Modelling




ﬁﬂ SR

(.

pe=

Fnknea

Current Practical 12 outputs

SPSS practicals 1 - 12 as an eBook

Practical 12

Multiple Regression practical

in this peactcal we wil look at regrassing two affarent pradictor vanabées indndualy on a rasponss, followed by 8 model containing both of tham. YWe will aiso look at a second approach to doing this. Ths work buiids
on the earbar sample linear regresson practical

W start by runmng the fist inear regression to look at f thara ts a signdcant (insar) efsct of mathscore on readscore This is done in SPSS as follows

+ Seiect Linear from the Regression scboemy svauabie tom the Analyze menw

« Copy the Reading test scors{readscore] vanabis mio the Dependeat box

« Copy the Mam test scoms|mathscom| savatie w0 e Independent(s] cos

* Ohck o the Statstics tutton

« On e screen appears 339 the sch for Confidence Interval 12 1hoce for Extimates ard Model fit
+ Cick on the Continue button 15 retem 10 the man wndow

* Cick on the 0K bution o nm tre command

SPSS will produce several tabutar autpits which we descrbed in detail = the regrassion peactcal Hers wa will focus on only the modal summary and coefficents tables that can be sesn below

Moded Sumumary
Moog = A Souare | Aduetec R Soeare | Sta Seor of the Estmate
1 630 mn ¥xC 25631

a Freocion: (Coratantl. Mam sl Koo
Hore we so00 some fit statistics for the ovarall model The statistic R hare takes the value 610 and 5 oquivalent to the Paarson correlation coofficent for a simple linear regresson R squared (( 377) 1s simply the vasue of
R squaded (R multiphed by itsel) and represents the peopoction of vanance in the response vanatilo readscore oxplained by mathscore The tablo aléo intiudes an adiusted R square measute which hore takes vakio
356 ard s a version of R squared that s adjusted 1o ke account of the numbar of predicions (0o in Ihe cese of this simpie Inear regression) that are in the model. We next ook at the coelflicents table which 5 shawn

below
Coefhcnms
Lreancaroced Coefcerts Sansamcea Coeftcen ¥0 0% Qorfoance Intervy % B
Moo Y a2 Enoe bacs ! L] Lover Bound | Lpoer fleuna
1 (Comtant) L% 0% e BloM
AT T W 8830 &4 210 | 7 [ 515% 1601
This tabie gives the most nteresting mioematon about the regression model We begin with the coafficients that form tha regrassion eguaton The regression indercept takas value 45 216 and 1s 1he vaue of te
ragresson ing whan math takes value (0 The regression slope takes value 6 880 and 15 the amount by which we predict that readscore changes for an increase of 1 in mathscore
Both coafficients have assocated standard srrors Mat can ba used 1o assass thair significance and also in the case of e slope to construct a standardisec cosfficient This £an be sean under the Bata column and >

. %"['{‘fsrii%’i Centre for Multilevel Modelling
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The mode! end coeftcants 1ables can be seen balow

GO0 pape

Modet Sarmenary

AZaaled R Souae e Droe of e Rateais

Meow! L] N Souwe

' =3 o a0 S

A Preanion (Coralantll ML Sl BEOTR O DR et SME B0 Domematt T Hire )
This tims we sas some fit statstcs for the multiple ragressson with both mathscore and hours_hwk. The statistic R here takes the vaiue 042 R squared ( 412) represents the proportion of vanancs n e responsa
variabia, readscore cxplainad by the muthple regrassion Thes fima the adpsted R square maasura takes valua 400 whin we can compare with 366 for just mathscore and 045 for pust hours_hwi \We next look at
tha cosficients table which is shown below

CostSomnis
Usslaraaaies Cosfioann | Susaaoimes Coufournts 05 0% Conboens Mian for 8
Mo B St Soor Sety t 5 | Lower Bourd | Uoper Bound
1 Coretart) Sl 4002 | o 19.9%7 wm
Hours Der week spat On nomewsrk [ferm Sme 1108 241 | 319s | oo %7 5283
N teet 5core ene ard e | TRY | X0 s082 LA

This me the coaflicants Mat form Me regression equaticn are as follows: The regression intercept takes value 37 975 while the regression sicpe for hours_hwk takes value 3 455 and the siope for mathscore takes
value 6816 These have changad from 3 383 and 6.680 respactively when the variables are fitted individually

This tme thare are two standardsed slopes with the slope for hours_hwk 1akong value 241 and the siope 1o mathscore tsong value 588

For hours_hwk the slope has ¢ statistic 3 146 and this value can be compared with a t distribution %0 tast the nul nypothasis that the slope is 0 We can sae the resuiing p vaue for the test under the Sig. column The p
vaiue (quotad under Sk ) 1s 002 whuch s iess than 0 05 We therelore have significant evdence 10 refect the null hypothesss that tha slope s 2ero

For mathscore tha slopa has t statssc 7 797 and this value can be comparad with a t distribution %0 test the nudl hypothesis that the slope 1s 0. We can see the resulting p valua foc the test under tha Sig column
Although SPSS guotas e p value (quoted undaer Sig ) as 000 it 15 not exactly 0 and 1s i fact simply smaller than 0 001 as SPSS Is quoting the first 3 dacimal places We tharelore have signficant evdanca 10 reject
tha null hypothesis Biat tha slope s zero

For the mitercept hara the & stabstic = 4 012 and ths value can be compared with a 1 disinbution to tast the nut hypothesis that the mtercept 15 0 Wea can sea the resulting p value for the test under the Sig column
Although SPSS gquotes the p value (quoled under Sx ) as 000 it is not exactly 0 and 1s m fact simply smallar than 0.001 as SPSS s quoting the first 3 decimal places We therefore have signdcant ewidance o raject
tha null typothess ?at tha ingercept Is zerm

The final two columns g confidencs ingervals for the coafficients and so we are 95 percent conddent that the indarcept takes a value betwean 10 197 and 56 742

Simiarty we are 95 parcant confident that the siope for hours_hwk takes a valus betwean 1 287 and 5 683, Here we ses the confidence nitecval doas not contain () which comesponds to the tact we could regect the null
hypothes:s hat the slope was 0

Finally we ara 95 percent confident that the siops for mathscore takes 2 vaiue between 5052 and 8 551 Here we sea the confidance msarval doas not contan 0 which corresponds 10 the fact we could reject the nulb
hypothess hat the slope was 0

Faaly we wil show haw 1o run two of iha regression modsis i one go and buld up the regresson 7 biocks. This s done in SPSS as folows

Centre for Multilevel Modelling
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v o o Hote wo soe the moded summeries o the fest and third regressan modeds oardwr |0 we it 8 model with xist mathscore &d then @ socond model whete we introduce hours_hwk
Apul Coefcients
'm ¥ ' y tripect ; Uostardaezizes Coaficeris | Sndaaces ToeTcikenty 93.0% Comidonce biarval for 8
peheal 1 Moo [ S fom Neta ] e Lowwr Bourd | Usow Bours
: : 1 Cocata) 0 &m LN 1A 0 FES Y LIS
BEOEA & - Chaching i N Gt e U 25| T | o0 ANE 852
nonnash 3 (Cerdtam b &8 a0t | 00 19,98 5875)
3 = fH' M et v 4 4 | 7797 | 20 5083 8551
e Paied t 1wt PTG D ek SOSRTE O SOOTRRACEN (T T 1108 21 | 3148 | 002 128 580
PUBIEM 73 - The Ma Simsarty we have the moded coefficants for he first and thed moaals from earker n one combinad tabla
NTILNGY 185
Prac e Having sefecied standardised rasiduals we get an adahonal table, the Residuals statistics tabk
: b " "" Reskuats Stosncs
) \
Ao 1 Memum | Masrum | Maan | S0 Dowatos | &
ey Freccis \aie 10t | ssem [ nrass @i | 1m0
: 1 : Rearoua &€ 357 L o 24634 | 1)
acea 1 £ Froacied Vaks 2532 2aas 0% 1030 | 1)
£ Resoual 1657 1¥a 0 | 20 | 3

This tabio just summarsas the predcsons and residuals that come oul of e final regression and il is porhaps easer 10 ok at thase va plots As we regquested that standardized residualis ware saved ihes hiss resultod
m an additicnal veriable bang stored n the detaset named ZRE_1 at tha end of the exstng varabies We can use this vanable 10 croate some residuals plof to assess the fil of the model We wil frstly plot a hstogram
of the residusls %0 chock Ber nommaity which can be done n SPSS as follows

+ Sslect Histogeam from hw Legacy disgnostics soaabls ko e Geaphe many
o Copy the Standardiand Tunided! [PRE_1] atiatin w20 #u Varkahle bar

o Chek on the Display nonmal curve bck bos

o Chek on the OK Rutven

This will produce the graph a5 shown below

Histogram
Dependent Variable: Reading test score
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Tty in the B Math test score
ATy Ot Here we hope not 1o sea any pattern wheare there was more vanability n the residuals dor particuar vatues of Math test scorefmathscore] W can repeat thes plot for Hours per week spant on homework (term
A
o time)[hours_hwk] as foliows
': s + Seiect ScatteriDot Som the Legacy dapnossics avalabe bom the Graphs men.

N Ay

P ota + Select Sarple Scatier andd zhck 00 Cefne 10 bang up the Savple Scatterpict window

Brocheal 5 Iaasndern « Romose the Math test scorejmathscore] »omatée from ine X Axis box.

Savehes | + Copy the Hours pee weak spere on homework (teem timej{hours_twk] vanatle nio the X Axes sox

Pracied 8 - Pared et » Cick on the OK tumon

Py “ J he E

ARGy 186 This will produce 1he graph as shown below

Practieal ne

Wikt cxom S Rank 5 Scatterplot

5 ‘ oo Dependent Variable: Reading test score
Hrteal 0 .
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Hours per week spent on homework (term time)
Note that agan we hope not [0 See any patten in Ihe resicuslis
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Work package 4

* The original plan in the grant was to construct concept materials
using StatJR to supplement the students learning.

* An example of such a concept eBook is shown overleaf and we have
others for summary statistics and other statistical tests.

* Given the switched focus to SPSS we propose to integrate the
conceptual material within the learning component of each
practical (so that conceptual understanding and software skills are
developed side-by-side)

% University of

A BrIsTOL. | Centre for Multilevel Modelling



[y Stat-JR 1.0.2:DEEP - Google Chrome =N ENES
, Y[ Stat-JR LU.ZUEER x

&« C' | [} localhost:52238/ebooks/1/reading/1/#ebookpage? W EE B =

Stat-JR:DEEP

— Previous 1 Mext — Go to page

Finished

sassical maysis asssent - Chacking for an Association between two categorical

(Mark 2 - Chi-squared

edition) va riab|eS

Checking for an
Association between two You will be presented below with the choice of categorical variables to choose. Having chosen them you will then get the

categerical variables output to your analysis

First categorical variable: cscat M

about
Second categorical variable: nsuce v
about

To do a chi-squared test we start by tabulated observed counts and totals:

Observed cscat=0.0cscat=1.0cscat=2 . 0Total
nsucc=00 188 1559 303 2050
nsucc=1.0 139 1536 440 2115

Total 327 30945 743 4165
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Finished
«— Previous 1 Next — Ga to page
Statistical Analysis Assistant To do a chi-squared test we start by tabulated observed counts and totals:
(Mark 2 - Chi-squared

Observed cscat=0.0cscat=1.0cscat=2.0Total
Checking for an nsucc=0.0[ 188 1559 303 2050
Association between two nsucc=1.0f 139 1536 440 2115
categorical variables Total 327 3095 743 14165

We can therefore work out the expected counts from the margins of the observed data

edition)

And so we expect

E(cscat=0.0,nsucc=0.0)= Total cscat=0.0* Total nsucc=0.0/grand total = 327*2050/4165=160.95
E(cscat=1.0,nsucc=0.0)= Total cscat=1.0" Total nsucc=0.0/grand total = 3095*2050/4165=1523.35
E(cscat=2.0.nsucc=0.0)= Total cscat=2.0* Total nsucc=0.0/grand total = 743*2050/4165=365.7
E(cscat=0.0,nsucc=1.0)= Total cscat=0.0* Total nsucc=1.0/grand total = 327*2115/4165=166.05
E(cscat=1.0,nsucc=1.0)= Total cscat=1.0" Total nsucc=1.0/grand total = 3095*2115/4165=1571.65
E(cscat=2.0, nsucc=1.0)= Total cscat=2.0* Total nsucc=1.0/grand total = 743*2115/4165=377.3

So the table of expected counts is

Expected cscat=0.0cscat=1.0cscat=2.0| Total

nsucc=0.0| 160.95 [1523.35| 365.7 20500

nsucc=1.0{ 166.05 |1571.65| 377.3 [2115.0
Total 3270 | 30950 | 7430 4165.0

We next look at differences between what we observe and expect in each cell. We square these values so

that every difference is positive and scale by the expected counts so that more frequently expected cells

arent overly influential. So for example for cscat=0.0, nsucc=0.0 (O-E)*2/E = (188-160.95)"2/160.95=4 55.

This statistic is shown in tabular form below =
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Finished
«— Previous 1 n Next — Go to page
e e e T R
Statistical Analysis Assistant Expected cscat=0.0cscat=1.0cscat=2.0| Total
(Mark 2 - Chi-squared nsucc=0.0{ 160.95 |1523.35| 365.7 [2050.0
edition) nsucc=1.0| 166.05 |157165| 377.3 21150
oheexing foran Total | 327.0 | 30950 | 743.0 4165.0

Association between two

categorical variables We next look at differences between what we observe and expect in each cell. We square these values so

that every difference is positive and scale by the expected counts so that more frequently expected cells
arent overly influential. So for example for cscat=0.0, nsucc=0.0 (O-E)*2/E = (188-160.95)"2/160.95=4 .55.
This statistic is shown in tabular form below

(O-E)*2/Efcscat=0.0kscat=1.0fcscat=2.0
nsucc=00 4.55 0.83 10.75
nsucc=1.0{ 4.41 0.81 1042
The test statistic for a chi-squared test is found by summing the values of this table so

Chisq=4.55+0.83+10.75+4.41+0.81+10.42=31.77

This is compared with a chi-squared table with degrees of freedom = (number of columns -1)x(number of
rows -1) =

(2-1)x(3-1)=2
Looking up the chi-squared table the value for P=0.05 is 5.99 and for P=0.01 = 9.21

as 31.77 = 9.21 our P value is less than 0.01 and we have strong evidence to reject the null hypothesis (at
the P=0.01) level I

The p-value is in fact less than 0.0001
about

T R



Work package 5

* For this work package we intend to run a workshop to
demonstrate the system and get feedback.

* The original timetable for this is month 21 or roughly Xmas
time but we decided that presenting today would instead
capture the same audience.

 We have also demonstrated aspects of the software to John’s
group in Edinburgh who were enthusiastic and discussed the
software and topics with colleagues at Bristol, Exeter and
Cardiff.
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