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Introduction

Our paper reports on the use with Special Needs and Rehabilitation of interactive feedback in the form of VR shapes and sounds to encourage movement. The approach centers upon a novel concept/observation termed Aesthetic Resonance - referring to a situation where the response to an intent is so immediate and aesthetically pleasing as to make one forget the physical movement (and often effort) involved in the conveying of the intention. In the past such repetitive movements/exercises have been either tedious (in the rehabilitation field) or indeed impossible to achieve by previous means (in the special needs field with severely handicapped children). Results confirming the potential of this fresh approach are given.

Background - Sound (EU Caress Project)

Some severely handicapped children are denied to a large extent the experience of movement. This includes a denial of all that follows from this including the ability to approach, reach out, discover, manipulate and make sense of the world around us. The world of sound, fortunately, is as accessible and approachable to these children as to anyone else, which enabled the EU CARESS (Creating Aesthetically Resonant EnvironmentS in Sound) Project to explore the enjoyment and benefits those children can derive from immersion in a sonic environment. 

Foreground - Virtual Reality (EU Twi-aysi Probe)

The EU i3 future probe Twi-aysi  (The World Is - As You See It) emerged from the CARESS Project to answer the question:

Can immersion in a visual environment hold similar potential for such children

in terms of the aesthetic resonance they might derive

from movement within such a visual space?

Our paper reports on the technical approach and results achieved in answering this question and the fresh applications that have arisen out of its successful completion. The full paper details our technical approach, the experiments we conducted and the results achieved. For the purposes of providing evidence of technical soundness and relevance of results within the two pages of the abstract we concentrate upon one of the experiments with one user. This is supported by the photos and on-line video mentioned in the appendix.

Description and Results

We used the Virtual Reality facilities of the CAVI Center at Aarhus, Denmark consisting of large surround screen and multiple-projector system, adapting an existing Virtual Reality program of a spacecraft for our experiment. There was no sound.

Martin is 5 years old and depends entirely upon his wheelchair. He can hear and has very limited vision, but notices strong colours and is able to follow images with his eyes. He is unable to communicate verbally, but we are told by his carers that the sounds he is making are indicative of enjoyment in the task in which he is involved. This is the first time he tried to control the spacecraft. Two sensors were used to capture the gesture of his head movement. He quickly realised  he could effect the spacecraft and often reacts with vigorous side to side movements of his head that correspond to the movement of the image in front of him. Martin's carers remarked upon his improved vocal communication over the following weeks. 

Martin's reactions provided the most obvious proof of Aesthetic Resonance through VR visuals, matching the experience with sound we had observed in Caress. Virtual Environments combining sound and visual stimuli were an obvious next step.

Conclusions

The main conclusions we have drawn from the Twi-aysi work are as follows:

· Immersion in a visual environment can hold similar potential to immersion in an audible environment for such children. Indeed we were ourselves surprised how readily aesthetic resonance could be observed in such children moving within the quite crude (and silent) visual spaces we assembled. 

· The attraction and advantages of using neither wearable not touchable sensors but merely exploiting the childrens’ unencumbered movement through space was readily apparent. The need for cumbersome virtual reality headsets or indeed any physical attachments would seem at this stage both undesirable and unnecessary for achieving satisfactory states of aesthetic resonance (see for example the video http://media.nis.sdu.dk/video/twi-aysi.html and pictures below). 

· It was apparent that when the individual feedback was singular, certain users were more perceptible to audio while others were more perceptible to visual stimuli. When the two elements were simultaneously available and triggered through interactive captured movement, a greater degree of immersion was observed.
· Virtual Reality in its current state is not an answer because of the head/eye equipment needed to view. However the researchers believe that a cave environment would add to the immersive experience and as such aid towards any aesthetic resonance desired.  
Future Work (EU Care Here Project)

There appears to be great potential for combining audio-visual stimuli in thoughtful and inventive ways with movement, creating Aesthetically Resonant Environments for various groups of users throughout the EC, by developing:

· product to support such Aesthetically Resonant Environments

· supporting software algorithms and audio-visual media content.

· programmes tailored to specific individual and community needs

The EU Care Here Project begun in October 2001 concentrates on the more immediately commercially exploitable ideas in the therapeutic context, working alongside our special needs children with the elderly in long term care and people undergoing rehabilitation in hospital or at home, following for example stroke or brain injury. This research is concentrating upon the development of new interactive content consisting of both Shapes and Sounds in the context of an open software platform, called EyesWeb, developed in Genova and the monitoring and development of their therapeutic use. A prime new focus in this work is upon the development of suitable Evaluation Methodologies to monitor patient progress.

Our full paper will include early results from this Care Here research in terms of the new visual and sound environments developed and their initial impact upon our users. Our ideas on future collaborative research that might naturally follow-on from Care Here could be presented in an accompanying poster session at ICDVRAT2002.

www.bristol.ac.uk/Twi-aysi  

www.bristol.ac.uk/carehere 

www.bristol.ac.uk/caress 

http://musart.dist.unige.it/
Appendix (Photographs)
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The upper image is of Martin from the front camera with rear camera syncopated and inset (lower right). A video of this session, where he was immersed in his interaction for over six minutes, is available on-line. (http://media.nis.sdu.dk/video/twi-aysi.html)

The lower shot is a reverse image of the Virtual Reality setup at CAVI with the child in a wheelchair with two sensors (over/behind - the thin lines) the helper is beside him. A camera with night vision was set up so as to capture his facial expressions and the spacecraft was projected onto the panorama screen. A camera was set up behind to capture total scene.


[image: image2.png]



Overleaf – A cerebral palsy child in Aesthetic Resonance with his virtual environment responding to colour feedback to his movement in space (expanded upon in the full paper)
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